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RESEARCH PROJECTS and Highlights
The major motivating research themes in the field of cellular wave computing and sensory computing systems, for the new 3-year period starting this year, are as follows:

· The extension of sensory computing studies to tactile and auditory systems

· Proactive-adaptive CNN sensory computing modes

· Immune response inspired cellular wave computing

· Multimodal, multichannel, and multispectral fusion algoritms and navigation

· Multichannel neuro-inspired sensory algorithms

· High-speed spatio-temporal event recignition

The main results in 2004 were as follows:

· A new algorithmic platform was developed for the tasks related to multimodal sensing and navigation

· A real-time multichannel mammalian retinal implementation was developed on the Bi-i camera-computer, and a simple version of it was tested at the USC in Los Angeles on two patients with retinal implants (a collaborative efforts with the Harvard University, as well as, Pázmány University)

· New spatio-temporal synchronization pattern classes have been identified in Oscillatory CNN dynamics (a collaborative effort with U.C. Berkeley)

· An optical criptographic hardware/software system was developed based on Laptop size CNN optical computer (POAC)

· A new class of spatio-temporal chaotic attractors has identified and measured on ACE 16k visual microprocessor chips

· New collision avoidance algorithms were developed 

· A new biometric algorithm was developed for person identification

The main application-oriented projects

· The major R&D project, called telesense has been completed with innovations in Echocardiographic image analysis, Tactile sensing, Multicamera surveillance systems, and in multi-target tracking 
CO-OPERATING  LABORATORIES

The co-operating laboratories mentioned in our publications have been as follows.

With  the  laboratories below  we have made continuous common work.

The closest co-operation has been made with

Jedlik Laboratories of  Pázmány University, Budapest

The Material Science Research Institute, MFA, Hungarian Academy of Sciences, Budapest

The Nonlinear Electronics Laboratory of Professor L.O.Chua at the University of California at Berkeley

The Analog Integrated Circuit Design Laboratory of Professor Ángel Rodríguez-Vázquez at the University of Seville

The Neurobiology Laboratory of Professor J. Hámori, at Semmelweis University of Medicine in Budapest

The Vision Research Laboratory of Professor F. Werblin at the University of California at Berkeley

The Neural Circuits Laboratory of Botond Roska at the Harvard University, Cambridge, MA

Active, project-  and contract-related collaboration has been made with

The Laboratory of Professor Pier Paolo Civalleri at the Technical University of Torino 

The Systems and Control Laboratory of Professor Luigi Fortuna at the University of Catania

The Laboratory of Professor Joos Vandewalle at the ESAT Laboratories in Leuven (Katolieke Universiteit Leuven)

The Department of Information Technology at the University of Veszprém

The Division of  Dr. Á.Tahy of  St. Francis Hospital in Budapest

The Division of A. Szathmáry at Gy. Gottsegen Hospital in Budapest

In addition, with the Laboratories below, we have made useful contacts and/or started joint work 

The Laboratory of Professor Ronald Tetzlaff, at Goethe University, Frankfurt

The Laboratory of Dr. J. Zerubia at INRIA, Sophia - Antipolis, France

The Image Processing Laboratory at the University of Leipzig, Germany

The Optical Engineering Laboratory at the University of Joensuui, Finland
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(E. Csuhaj-Varjú, Gy. Vaszil)
Distributed systems of language processors

Joint work with  M. H. ter Beek (Pisa),  H. Bordihn (Potsdam),  R. Gramatovici (Bucharest), J. Dassow (Magdeburg),  Gh. Paun (Sevilla)

Competence of individuals is a significant property in cooperation with problem solving agents. Continuing our research in  context-free cooperating distributed (CD) grammar systems,  where the grammars  are formal language theoretic models for  cooperating problem solving  agents,  we  examined  the power of different cooperation protocols based on the actual competence of  the cooperating component. The competence level of a grammar on a string is the number of different non-terminals the component is able to rewrite. The obtained results demonstrate that in case the components are enabled (disabled) to rewrite the sentential form according to a certain, prescribed level of competence, then even a very small constant level of competence is sufficient to obtain the computational power of the Turing machines.  If the components are probabilistic grammars, i.e., they represent agents with probabilistic behavior and use a cooperation protocol where each grammar must work as long as it is competent on the sentential form, it can be shown that systems with at most two productions in any component are  also computationally complete devices. As a theme  for future investigations, we also have started  to study  context-free CD grammar systems where the  components use  protocols based on dynamically changing competence conditions.
One of the most important areas in formal language theory and natural language processing is syntactic analysis or parsing. Based on a subclass of context-free languages, called LL(k) languages, playing an important role in the theory of syntactic analysis, we introduced LL(k) CD grammar systems by extending the LL(k) condition, i.e., the condition of efficient parsing with a k symbol look-ahead, to CD grammar systems. When each grammar must perform m derivation steps consecutively, the language class obtained contains all context-free LL(k) languages.  Moreover, we constructed a parsing algorithm which analyses the words of these languages efficiently, i.e., in O(n log n) steps where n is the length of the word to be parsed.

Dialogue systems are used in various applications having human-machine interfaces or which  model human dialogues. However, usual dialogue systems address very specific topics and actions and hardly can be taken as models for other applications. With these considerations, we have introduced and studied the following types of automata systems: audiences of push-down automata, i.e., systems that mutually agree on a given text, constructive dialogue systems, i.e., systems that not only agree on the dialogue but also contribute with new texts to the initial discourse, tolerant dialogue systems, i.e. systems that are able to ignore some parts of the dialogue.
Grammar Systems Week 2004

The group organized the International Workshop “Grammar Systems Week 2004”, July 5-9, 2004.

 The on-line proceedings of the workshop was published by MTA SZTAKI, edited by Erzsébet Csuhaj-Varjú, and György Vaszil. Selected papers of the workshop will be published as a special issue of  Fundamenta Informaticae, edited by Erzsébet Csuhaj-Varjú, Gheorghe Paun and György Vaszil as guest editors.

Bio-inspired models of computing

Joint work with D. Besozzi (Milan), H. Bordihn (Potsdam), J. Dassow (Magdeburg),            O. H. Ibarra (Santa Barbara, California),  G. Mauri (Milan),  Gh. Paun (Sevilla),  C. Zandron (Milan).

Our investigations concerning biologically motivated language theoretic models were conducted in several directions and we obtained significant results in these areas.

P systems or membrane systems

Membrane systems or P systems are the abstract models of living cells. We characterized the classes of languages described by P automata, i.e., accepting P systems with communication rules only. Motivated by some properties of natural computing systems, we studied computational complexity classes with a certain restriction on the use of the available workspace in the course of computations and related these to the language classes described by P automata. It was shown  that if the rules of the  P system are applied sequentially, then the accepted language class is strictly included in the class of languages accepted by one-way Turing machines with a logarithmically bounded workspace, and if the rules are applied in the maximal parallel manner, then a class of context-sensitive languages is obtained.

We have studied P systems with gemmation of mobile membranes, variants of P systems defining a new kind of communication between membranes inspired by certain, well-known biological processes in living cells.  We have shown that these constructs are not only as powerful as the Turing machines, but economic computational devices as well: depending on the type of the P system, systems with three or four of membranes suffice to obtain computational completeness.

We have obtained a significant result concerning  one of the most important variants of the model, called P systems with symport/antiport rules. In these systems the objects present  in the regions  are only allowed to move through the membranes from one region to another one, by using communication rules called symport/antiport rules associated to the regions. A symport rule specifies a multiset of objects that might travel through a given membrane in a given direction, an antiport rule specifies two multisets of objects which might simultaneously travel through a given membrane in the opposite directions. P systems with symport/antiport were shown to be able to generate any recursively enumerable set of numbers. We proved that three membranes are sufficient to obtain this power and this is currently the best known upper bound.

We have started a systematic investigation of the relationship between the theory of grammar systems and membrane systems. We have defined the counterpart of some well-known cooperation protocols in cooperating distributed grammar systems  for P system with string objects. The power of the obtained classes of P systems was investigated, in comparison with families of languages generated by grammars in the Chomsky hierarchy or by CD grammar systems.

We have also  studied  the relationship of membrane systems and parallel communicating (PC) grammar systems by introducing MPC systems, a class of computing devices which can be considered, at the same time, as  PC grammar systems using multi-sets of strings and as tissue-like P systems using string-objects and communicating by request. It was shown that these constructs are as powerful as the Turing machines. Regarding their computational efficiency, we have also demonstrated how some well-known NP complete problems can be solved by these computational devices in linear time.

Bio-operations defined over multisets

We investigated finite string collections represented by multisets of strings and variants of splicing, a string operation motivated by the recombinant behavior of DNA. These constructs represent some populations of organisms (agents), dynamically changing according to some types of evolution rules.  It was proved that for any natural number n there are sets of strings of these string collections which cannot be obtained if the cardinality of the initial string population is less than n. We also have shown that the choice of the variant of the splicing operation is significant, depending on the sequential or parallel application of rules, the obtained classes of sets of multisets are pairwise incomparable. 

We also have started the study of the equivalence classes of words and their distances defined by the operations characteristic to the recombination of DNA molecules found in simple unicellular organisms, called ciliates. The complexity of some algorithmic decidability questions related to the equivalence classes determined by two different words was investigated.  In this framework we also examined some properties of languages obtained from the equivalence classes of words by iterated applications of ciliate operations.
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Research is focused on various combinatorial optimization and artificial intelligence methods – specifically linear and constraint programming, search methods and agent technology – and their applications in production engineering and management. The main areas of our current interest are production planning and scheduling, as well as computer-aided process planning. We investigate also the methodology of agent‑based simulation and its application in modeling social behavior. 

We have developed an integrated framework for production planning and scheduling which unifies the capacity and the material flow-oriented aspects of these problems [7,15,4*,9*]. The planning and scheduling levels are integrated by a novel aggregation method [10]. A tree-partitioning method has been developed to aggregate elementary operations and, hence, to build up the aggregate planning model [13]. Albeit on two different levels of aggregation, both planning and scheduling problems are captured as resource-constrained project scheduling problems. However, the actual models and solution techniques are different: the long-term planning problem is solved by a branch-and-cut algorithm that is based on new polyhedral results and fast separation algorithms [2*].

For solving detailed scheduling problems, we have taken a constraint programming approach. In this new framework, we introduced the notion of freely completable partial solutions to characterize constraint satisfaction problems with components relatively easy to solve and are only loosely connected to the remaining parts of the problem [9,11,12]. This concept has been applied in scheduling so as to exploit the structural properties of large, real-life job-shop scheduling problems [11,12,14]. The above results have been validated in course of a large‑scale Hungarian R&D project on “Digital Factories, Production Networks” in different  industrial problem instances. Our pilot production planner system has been deployed at a major multinational manufacturing company.

Recent books on resource-constrained project scheduling are reviewed in [5*]. A new direction of research is generalized flow shop scheduling: a review on exact solution methods for solving the multiprocessor flow shop problem has been prepared [3*].

In international cooperation, we obtained new complexity results for the preemptive open shop scheduling problems with multiprocessor operations. In particular, these results made the borderline between polynomial and NP hard cases sharper [10*]. We continued earlier work on variable upper bound flow models as well. The new results were presented at [8], and are submitted for publication [11*].    

A traditional research theme of the group is computer-aided process planning (CAPP) [1]. In international cooperation, we reviewed the state-of-the of CAPP methods in the domain of sheet metal bending [8*].

We have continued modeling complex social and economic systems with agent-based simulation [3]. Using this method, we have investigated the time-varying effects of nested choice trees in a problem of multi-modal transportation networks in urban systems [6*,7*]. Building on our toolset for participatory simulations, we have also studied the mutual effects of human participation in an artificial auction (stock market) setting with learning agents [2,1*]. We developed simulations to prove that the open-ended evolution of species can be achieved by computational systems [5,6]. Finally, we have investigated a novel 3 Person Iterated Prisoner’s Dilemma game in a spatial, evolutionary context [4].
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RESEARCH PROJECTS

The list of our research themes shows that the influence of joint European projects is increasing, consequently, we have to work according to EC priorities. This means a step-by- step change towards e-business and other e-activities. On the other hand, our national project activities increased, too. We effectively co-operate with several other units of our Institute in some projects. Most of our research results were published or are under publication (see the appropriate lists). Our research/development themes in 2004 were as follows:

I. The Laboratory deals with the application of different methods (object oriented approach, concurrent engineering, co-operating agents, etc.) for the evaluation, quality control, design, planning, simulation, animation, scheduling and real-time control tasks of intelligent, flexible manufacturing systems and cells (CNC, FMS, FMC). Programming is done to test all theories by means of traditional and expert systems, using a real-time intelligent environment. 

II. We investigate some control problems of (intelligent) manufacturing systems. The control of manufacturing systems is managed by means of real-time systems, based on the G2 intelligent, real-time, OO environment. Research is carried out on the common problems of manufacturing system design and control system design. 

III. We continued the Europe driven direction of our research in the field of distributed design networks for SMEs. This is a field belonging to a specific type of virtual (or extended) enterprise. This work was started in the frames of ESPRIT Framework IV. and V. (PLENT, FLUENT and WHALES projects) and its main goal is to harmonize the activities of co-operating SMEs for production/service purposes. 

IV. After a successful conclusion of a joint project (Nuclear Power Plant, Paks, Systems and Control Laboratory at SZTAKI and Erőterv Ltd.) to solve certain IT control problems at the Nuclear Power Plant, using the G2 intelligent software framework (a Decision Support System with several intelligent functions were defined, designed, evaluated and implemented to improve the reliability and safety of the 120/400 kV substation of the Power Plant) a new R&D work is started to make a similar purpose, more advanced system taking into consideration the enlargement of the substation with a new 400 kV line to Pécs. 

V. Our Laboratory was involved in different, EU Fifth Framework projects with partners from all over Europe. The EWISME project started in late 2003 to assist SME-s in better using their IT resources. Several dozens of SME-s are trained and coached to apply novel management and IT solutions for becoming innovatative and more successful on international markets. The project will have been concluded by a conference in Budapest, March 2005.

VI.  A new research theme has been added to the profile, the research of the impacts of wireless communication systems on networked enterprises. The wireless technology together with the connected theme of trust and security management is of great importance in networked architectures (e.g. also in virtual enterprises). This theme – among other things – pushes us towards e-business as main direction. 
VII. Two NKFT Széchenyi IT projects were completed in 2004 with the participation of our Laboratory, and several partners from SZTAKI and elsewhere. In the Digital Factory project our task was mainly the establishment of tele-presence, customer witness and virtual reality possibilities at industrial sites. The application of IMUTA (Interactive Multimedia software frame-system) and of business modeling for the demonstration of the above goals is our main result in the project. In the FilmSaver (DIMORF: Digital Motion Picture Restoration System) project we were responsible for the project management and for certain PR and software tasks including web-site development. Using the DIMORF project results we took active part in the successful restoration of the first Hungarian Color Movie film, Ludas Matyi (1949). The film was projected in the Hungarian Television, it will be shown in movies and will be distributed/sold in the form of a DVD.

VIII. In our NKFP Széchenyi project supported by the OMFB (Ministry of Education) we work on networked interpreter-conference systems with the leadership of Digiton Ltd. Remote translators, interpreters and remote participants are enabled to run efficient multi-participant negotiations and discussions, workshops or conferences,- overcoming the barrier of being at a distant location. On-line multimedia services are also provided. Computer-aided conference organization and management support the developed Global Conference Technology. 

IX. Our Laboratory was very active in the Centre of Excellence (HUN-TING EU contract ICAI-CT-2000-70025) project in four ways: 1. Project management, 2. Receiving visitors, 3. Establishing virtual laboratories, 4. Other activities. All details can be found in the project reports sent to Brussels. This project ended in December 2004, and final administrative  reports are due in early 2005.

X. Our joint project with Akita prefecture (Japan) on DICOM design was successfully running by sending some R&D results to Japan which are under evaluation now.

XI. Some EU 6th Framework projects started in 2004 with our active participation, which will have real R&D results only later on: There are 2 STREP projects (FOKSai /AI solutions for SMEs/ and COSPA /Open Source Programing and Open Data Standards for Public Administration/), there is one IP (P2P: Pig to Pork – IT applications), and of two NoEs (EURON-2 /robotics/ and CO-DESNET /supply chain/). In all projects we have several European and some Hungarian partners. 

We were rather active in preparing further EU proposals with a large number of national and international partners.  Several submitted proposals are still under evaluation, and we have also received some feedback on rejected ones. Our commitment to work with international consortia is unbiased. 

We took an active part in promoting EU  R&D,  in pushing SME-s for  cooperation and  also in the preparatory work of the EU  7th Framework Programme.

XII. Leonardo project started with German,  Irish and Polish partners (eBEP) to apply e-learning solutions for teaching car dismountling management, procedures and technique. Several industrial SME-s are the target  users of the planned e-learning solution.
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RESEARCH PROJECTS

1. REVERSE ENGINEERING 

1.1. Segmentation and flattening of  triangular meshes

Segmentation is a key issue in reverse engineering. This process is relatively simple if point regions are bounded by sharp edges, and highly complicated when smoothly connected regions need to be separated. A direct segmentation method has been developed [1], which is based on a hierarchy of tests. By applying the tests, a large point cloud can be robustly split into smaller subregions, until no further subdivision is needed. The tests are based on local estimates of various geometric and statistical quantities. 

Flattening means deforming a 3D mesh into a plane, while topology needs to be preserved and distortions must be minimized. Flattening is performed by using a weighting system. The already known systems have been deduced as special cases of a common system, and have been generalized for arbitrary dimensions.

1.2 Designing curves on surfaces

Curves on surfaces are important design elements in CAGD. A method was presented to explicitly compute these curves, and practical solutions were provided for improving the efficiency of the implementation [19]. Because of the high degree of exact curves on surfaces, good approximations are important from practical point of view. Two approximate solutions were elaborated. The first starts from the exact solution, and simplifies it by degree reduction, the second extends conventional least-squares approximations by incorporating the geometry of the surface as well.    

1.3. Prosthetic applications

The project aimed at developing new types of knee prosthetics and support their surgery by computer was continued. Methods were developed for the stable estimation of the contact points between cartilage surfaces, and tools were given for the morphological analysis of the active surfaces of  condyles. 
2. COMPUTER VISION 

2.1. Structure from motion 

For the affine camera model, shape and motion data can be factorised directly from the measurement matrix constructed from 2D image points coordinates. However, classical algorithms for Structure from Motion (SfM) are not robust: measurement outliers, i.e., incorrectly detected or matched feature points may destroy the result. A novel robust SfM algorithm [8,9] based on the Least Trimmed Squares and real (not affine) motion data has been proposed, which is more efficient than the existing robust methods in two aspects: it better separates outliers from inliers, and it is applicable to highly contaminated data when the outlier ratio exceeds 50%. The problem of 3D motion segmentation based on SfM has also been addressed.

2.2. Photo-realistic scene reconstruction

The Laboratory has been working on several projects related to the automatic fusion and high-level interpretation of 2D and 3D sensor data for building rich models of real-world objects and scenes. A major research goal is building photorealistic 3D models based on multi-modal sensor data. Based on genetic optimisation, a new method has been developed [10-12] for the automatic registration of two images showing an object, to a 3D surface model of the object obtained by direct measurement with a 3D scanner. The method extends the notion of photo-consistency to uncalibrated cameras, which gives the user more freedom and convenience in acquiring the images. It includes a novel flattening-based algorithm for the correct blending of overlapping texture maps. Genetic optimisation has also been successfully used for automatic alignment and simultaneous optimal parameter setting in the case of two partially overlapping, measured 3D surfaces at arbitrary orientation [13].

2.3. Wide-baseline stereo

New results have been obtained in wide-baseline stereo [14-16] when the two views of a scene are widely separated and differ significantly. Correspondences between periodic regions were used to compute a rough affine alignment of the two images, find a sufficient number of precise feature point correspondences, build the epipolar geometry and rectify the two images [16]. A novel dense matching procedure [14,15] was then applied which is based on affine region growing. The procedure accounts for affine distortion of the local features typical for wide-baseline stereo images. New methods have been developed for the optimal automatic selection of seed points, 3D rotation-invariant depth discontinuity detection, and the interpolation of unfilled regions. This computational process results in a hole-free and dense disparity map providing 3D measurements for most of the mutually visible image points.

2.4.  Analysis of dynamic texture

The processing, description and recognition of dynamic (time-varying) textures are new exciting areas of texture analysis. Many real-world textures are dynamic textures whose recognition and retrieval from a video database should be based on both dynamic and static features. Under the supervision of Chetverikov, Renaud Péteri who was an ERCIM Fellow at SZTAKI in 2004, started research on dynamic texture characterisation and recognition. A method for extracting features revealing some fundamental structural properties of dynamic textures was developed [2*]. The features are based on the normal flow and spatio-temporal texture regularity evaluated for the image sequence. Their discriminative ability was successfully demonstrated in a complete classification process.

3. OTHER TOPICS

3.1. Genetic programming and its applications
A detailed analysis of the impact of problem difficulty on code growth in genetic programming has been made [6]. A new data structure for genetic programming has been created which makes statistics-based analysis of the dynamics of genetic programs fast and easy [3, 4].

In most real life problems when a decision is to be made, one has to take more than one criterion into consideration. The criteria are of different importance and may be conflicting.  In multi-criteria decision problems many values must be assigned, such as the importance of the different criteria and the values of the alternatives with respect to subjective criteria. Since the assignment of weights and alternative values with respect to subjective criteria is approximate, it would be preferable either to get a stable solution or to obtain a solution with reasonable stability. A method based on genetic programming has been developed [6*] that produces decision functions better than the commonly used ones.
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INFORMATICS LABORATORY

I. RESEARCH PROJECT

(Benczúr A., Bodon, F., Demetrovics, J., Fogaras, D., Friedl, K., Ivanyos, G., Lukács, A., Rácz, B., Rónyai, L., Sarlós, T., Schneider, Cs., Szőnyi, T., Uher, M.)

COMPUTER SCIENCE

1. Algebra and computation

a. Quantum computations

Together with our collaborators at the Laboratioire de Recherche en Informatique, CNRS--Universitè de Paris Sud, we continued the work on quantum algorithms for group theoretical problems.

We have a new algorithm for testing multiplication tables of finite groups. The method runs in time polynomial in the logarithm of the size of the table and recognizes, with high probability, the multiplication tables which are far (with respect to a suitable notion of distance) from the multiplication table of an Abelian group. Our paper on the subject has been accepted for presentation/publication at the prestigious conference ACM STOC'2005. 

b. Polynomial functions on finite sets

The study of Gröbner bases and standard monomials of finite point sets was continued. We considered the lexicographic standard monomials of the ideal of polynomials vanishing on a fixed finite point sets. The standard monomials, being a basis of polynomial functions on the point set, are useful in many contexts, from theoretical applications to simple interpolation problems. With the aid of a combinatorial game, which we call the lex game, we managed to characterize the set of lexicographic standard monomials as the set of "winning configurations" of the game. This characterization leads to a novel algorithm to compute the standard monomials, which is apparently faster than the previous methods. In fact, in many interesting cases it runs in linear time, therefore, it is optimal as far as asymptotic time requirement is considered. The lex game also allowed us to obtain a (theoretical) description of the standard monomials of some combinatorially interesting sets of points. 

2. Data mining and applied algorithms 

The research activities of our group include data mining, Web search and applied graph algorithms in general, with special emphasis on clustering and similarity search with special stress on mining text, Web server logs and drug molecule databases.

a. Searching the Web

Our research group built an experimental search engine with the first use as the intranet search engine of the Hungarian Telecom. The engine forms an infrastructure and a testbed for further research as well as a flexible base that meets industry requirements with an emphasis on integrating natural language processing tools for Hungarian language - a language with a particularly complicated grammar, which causes the biggest difficulty for a search engine designer.

Popular search engines, such as Google, use the information encoded in the hyperlink structure to rank the quality of Web pages. We obatined new results for similarity search and personalized ranking based on the hyperlink structure. To approximate the problems in question Monte Carlo methods were used.  We note that both the similarity matrix and the personalized ranking matrix have size quadratic in the number of Web pages. Since currently several billion of Web pages exist, naive approaches for the above problems would exceed the storage capacities available.

b. Web log analysis

Massification of the use of the Internet has made automatic knowledge extraction form web log files a necessity. We designed and implemented an experimental web log mining architecture with advanced storage and data mining components. The aim of the system is to give a flexible base for web usage mining of large-scale Internet sites. In our experiments we use the web server logs of the largest Hungarian Web portal [origo] (www.origo.hu) that, among other things, provides online news and magazines, community pages, software downloads, free e-mail, as well as, a search engine. The portal is of a size of over 130,000 pages and receives 6,500,000 HTML hits on a typical workday, producing 2.5 GB of raw server logs that remains a size of 400 MB per day even after cleaning and preprocessing, thus overrunning the storage space capabilities of typical commercial systems.

The system includes several modules to provide a complete service for web log handling and analysis. The modules for collecting and filtering provide the preprocessed data for the advanced modules of a refined storing system and an OLAP-like statistical unit. The statistical unit provides a fast on-line service for basic statistical aggregation and detailed short-term queries. Notice that an OLAP architecture design for weblog mining is a challenging task.

The storage is designed to provide a base for long-term storage in a form appropriate for direct processing by data mining algorithms. A novel preprocessing and high density compression technique for log files is introduced.

c. Text mining

Text classification may be supervised on unsupervised. In the former case topics can be learnt from precompiled examples; in the latter case that is both semantically and algorithmically more difficult, we have no information to guide the classification process. We propose a new method that selects 4-5 key words from each document without any external information; based on the key words classification can be performed with the same or even improved accuracy as for the full text.

d. Vertex connectivity augmentation

Edge augmentation forms a subclass of network design problems where one wants to improve on the various connectivity properties of a network by installing the least possible number of new edges. Typically, we require a minimum value k for _edge_ or _node_ connectivity implying that the network remains connected after a failure of less than k edges or nodes, respectively. We give an algorithm for increasing undirected node connectivity. The algorithm is a novel combination of shortest augmenting path and partial ordered set techniques and is the first candidate of a practical algorithm for the problem. At the same time of acceptance for the conference proceedings, the result is invited for publication in a special issue of the ACM Transaction on Algorithms.
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II. RESEARCH PROJECT

DISCRETE AND COMPUTATIONAL GEOMETRY

(Szabó, L.)

Discrete and computational geometry is an important part of modern mathematics. The theory owes its early developement to its aesthetic appeal and its classical flavor, but more recently, some of its themes have been found closely related to rapidly developing areas of computer science. This year we have concentrated on the following problems.


Minkowski arrangement of spheres. Let μ be a non-negative number not greater than 1. Consider an arrangement K of spheres in the d-dimensional Euclidean space. With each sphere K of K associate a concentric sphere of radius μ times the radius of K. We call this sphere the μ-kernel of K. The arrangement K is said to be a Minkowski arrangement of order μ if no sphere of K overlaps the μ-kernel of another sphere. We gave upper estimates for the density of d-dimesional Minkowski sphere arrangements of order μ with positive homogenity for all μd.


Spherical point sets. Let ak denote the minimum radius of a spherical cap containing k points with pairwise spherical distance at least π/3. The exact value of ak is determined only for k6. We determined the exact value of a7 and showed that the extremal configuration is unique. This quantity seems to be important in certain problems concerning sphere packings in which each sphere is touched by a given number of spheres (k-neighbour sphere packings).

III. RESEARCH PROJECT

(Györfi, L., Antos, A., Pintér, M., György, A., Linder, T.)

NONPARAMETRIC STATISTICS

We characterized the large deviation behaviour of Hellinger distance restricted to partition. The results can be applied for calculating the Bahadur efficiency of nonparametric tests.

We accomplished and submitted our work on a simpler proof for a sharper minimax lower bound of the expected distortion redundancy of empirical vector quantizers with two, three or more levels and on the analogous lower bound for the restricted class of distributions with uniformly bounded densities.

Extending our results to zero-delay lossy coding schemes, we investigated new universal low-complexity lossy compression schemes with a delay constraint for encoding sequences with piecewise different behavior (sources like this appear in many applications of practical interest, e.g., speech signals). In this way each sequence can be compressed asymptotically, as well as, if we used the best coding method which can adaptively change the applied quantizer from time to time. We applied universal prediction techniques for constructing low-complexity universal lossy source codes.

We studied the approximation of block-Markov sources with higher order Markov sources, and proved that the divergence rate between the source and its approximation vanishes exponentially fast as the memory of the model increases. This result was applied to analyze the performance of bit-based compression algorithms on byte aligned sources. From a practical point of view, our results enable the application of binary universal source codes (for byte-aligned sources, as well), which may exploit the computational advantages resulting from operating on a small alphabet. (Note that industry standard compression algorithms are byte-based and perform poorly on not byte-aligned sources.)

We derived analytic expressions for error probabilities for space-time coded channels and designed joint source-channel coding schemes.

Ongoing work focuses on establishing performance bounds for causal universal entropy coded source coding for dependent sources.
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APPLIED MATHEMATICS LABORATORY

STOCHASTIC SYSTEMS RESEARCH GROUP 

Head: L. Gerencsér

Financial mathematics

(E. Berlinger, L.Carassus, L. Gerencsér, L. Györfi, Z. Mátyás, Gy. Michaletzky, G. Molnár-Sáska, G. Morvai, Zs. Orlovits, M. Rásonyi, J. Száz, L. Stettner, Cs. Szepesvári, Zs. Vágó)

Arbitrage and large markets: In the theory of large financial markets it is widely conceived that there exist pricing measures exactly when there is no arbitrage in an appropriate, asymptotic sense. A result like this has been obtained in [10] for a class of models well-known in economic theory. An overview on recent results in large financial markets (including those of the author’s) is presented in [6*]. 

Applications of control theory to finance : The existence of optimal portfolio strategies and related risk-neutral pricing operators have been established in [11] and [5*] in co-operation with Lukasz Stettner (IMPAN, Warsaw Mathematical Institute of the Polish Academy of Sciences). In co-operation with Laurence Carassus (Université Paris 7) M. Rásonyi proved the  continuity of optimal strategies with respect to investors’ preference relations. These results are based on those of [5*]. It has been conjectured that as risk-aversion of agents tends to infinity their respective utility prices (assigned to a contingent claim) tend to the superreplication (risk-free) price of the given claim. Up to now only very special cases of this conjecture have been shown. A further result of the above collaboration is a proof of this conjecture in a fairly general setting. The above  collaboration has partly  been financed by the EU Centre of Excellence Programme. 

Behavioral finance : A stochastic feedback model for financial markets was proposed [3], in which the agent's decision is based on his beliefs of the price dynamics and his behavior reflecting his attitude, such as risk aversion or risk preference. A variety of behaviors of economic players is described by experimental psychologists, see, e.g., the famous paper of Kahnemann and Tversky, 1986. When a new agent enters the market, his/her anticipations and actions alter the market dynamics and a genuinely closed loop system arises. The market is in equilibrium if the agent’s beliefs no longer change the market dynamics. A data-driven real-time procedure to find the equilibrium price predictor has been developed. The convergence of the resulting stochastic approximation procedure was analyzed by using the techniques developed by Benveniste, Metivier and Priouret, and the conditions for convergence have been verified. Simulation results for various behaviors such as rational behavior, loss aversion and risk-seeking behavior were also presented. By using market dynamics fitted to real data and simple AR predictors, the quick convergence of parameter processes was established in all of our test examples.

The single-agent model was extended to a comprehensive multi-player stock market model [2]. In this case the market dynamics is completely determined by stock market regulations (for the rules used currently at the Budapest Stock Exchange) and the transaction requests of the agents. Bid prices emerged as a new and essential element of the behavior. Various sources of randomness were considered such as threshold dependent actions, random bid prices and exogenous white noise. Initial experiments for the computation of the optimal growth rates belonging to two different behaviors (rational behavior and loss aversion) have been carried out. As preliminary findings, we noted that the wealth processes of non-rational players admit much higher variability than those of rational players.

Stochastic volatility models for financial time series : The log-returns of a stock exhibits a  so-called volatility clustering phenomena: long periods of low volatility are followed by short periods of high volatility. A typical figure for log-returns is given in the following Figure, an SP 500 daily data for 4 years (1997-2001):  
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It follows that the conditional variance is time-varying, a fact not true for linear processes. The first basic non-linear stochastic volatility model, due to R. Engle, is the so-called ARCH process, in which volatility is modelled with the help of a stochastic non-linear feedback system driven by observed log-returns. A useful extension is the GARCH model. GARCH processes have been applied also for estimating the volatility of index returns, and for modelling the joint dynamics of futures contracts. 

A key problem is the estimation of the parameters of a GARCH model. The strong consistency of the quasi log-likelihood function has been established under very weak conditions by Berkes et al.  We have taken a different route: by assuming stronger conditions on the driving noise and extending the techniques for ARMA processes, we have derived strong approximation results both for the standard quasi-maximum-likelihood estimator and also for its fixed gain version.  

A basic problem is to detect structural changes in the market, which is reflected in changes of the GARCH parameters. There are several methods for detecting these changes such as hypothesis testing, or asymptotic and bootstrap tests. A change point detection method for GARCH processes, inspired by similar results for ARMA processes and leading to a kind of Hinkley detector with appropriately defined residuals has been developed in [5]. 

Student loan systems: A stochastic model for the Hungarian student loan system has been developed. The creditor's risk was investigated in terms of the two basic control parameters of the model, the risk premium and the repayment quotient. Some special features of the Hungarian system, such as self-financing and writing off the debt at retirement, were also incorporated into the model. The dependence of the creditor’s profit and the borrower’s welfare on basic intervention parameters was analyzed by using a number of simulation examples. The findings allow for a reasonable choice of parameters, which makes the system sustainable for the lender and attractive for the borrower. A typical debt profile is given in the figure:
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Logoptimal portfolios: Logoptimal portfolios, ensuring the maximal growth rate of the wealth process, with transaction costs, an extension of the basic model of Cover, have been studied.  This has led us to a hard MDP (Markov Decision Process) problem. A direct approach would be to develop on-line data driven procedures. This has led to the sub-problem of estimating the conditional expectation of any day’s return given the past. A result of Györfi et al. states that  there is no universal method for getting a strong consistent solution to this problem. Partial results for Gaussian processes have been obtained by Schafer, and the results of the latter have been extended to a wider class of Gaussian processes.

Recent results on control-Lyapunov-exponents of random matrix products have been applied to optimizing the logarithmic growth rate of currency portfolios under minimal conditions on the exchange rate matrix. The theory has been reaffirmed by simulation results, [6]. 
Hidden Markov Models

(L. Gerencsér, I. Kmecs, Gy. Michaletzky, G. Molnár-Sáska, T. Szilágyi, Zs. Vágó)

Estimation of HMM-s : Hidden Markov Models (HMM-s) are widely used due to their flexibility in modelling dynamical phenomena in engineering, physics and economy. A basic problem in the theory of Hidden Markov Models is the estimation of the dynamics of the process. A tight connection between the estimation theory of HMM-s and linear stochastic systems have been established in [2*], via the realization techniques of V. Borkar, and the theory of L-mixing processes. As a byproduct, conditions for non-linear stochastic systems are given under which an L-mixing input generates an L-mixing output.

In establishing the above connection a key role is played by what is called uniform exponential stability of the filter process. The results of [2*] have been extended to general compact state-space usage. These results have been applied to derive a strong approximation theorem for the estimates of HMM-parameters, [2*]. 

Another basic problem is to detect structural changes in the model. A change point detection method for HMM-s has been developed along  the lines described above for GARC processes in  [4]. An inflection in the on-line Hinkley statistics gives a clue for a change, see the figure below:

[image: image3.jpg]o)

changs point

E





Quantized Gaussian linear models: We have investigated the identification of quantized Gaussian linear models. Our primary interest is in the estimation of quantized Gaussian ARMA-processes for speech restoration in mobile communication. This leads to integration in dimension 320 for a special MCMC (Markov Chain Monte Carlo) has been developed. The identifiability issue has been settled in [7*]. For static models, given by quantized linear regression, an effective real-time recursive estimation method, a randomized EM (Expectation Maximization) method has been developed and analyzed.  

Stochastic adaptive control and optimization

(L. Gerencsér, S. Hill, Gy. Michaletzky, Zs. Vágó)

Recursive estimation: Some risk sensitive estimation of multivariable linear stochastic systems have been introduced and investigated. This is a genuinely recursive estimation method with a weight matrix as a design parameter. The optimal weight matrix has been determined by using results from stochastic realization theory [4*].

More application to a basic result on the strong approximation of recursive estimators leading to an exact characterization of the loss in performance in stochastic adaptive control have been developed in [3*]. 

SPSA in discrete optimization:  The minimization of quadratic functions over a set of grid-points with integer coordinates is a basic problem in resource allocation for network design. We have further improved an MCMC (Markov-Chain Monte-Carlo) method in which the initial Markov Chain is generated by the SPSA (simultaneous perturbation stochastic approximation) method by a careful choice truncations, averaging and acceptance probabilities ([7], [9], [1*]). 

PUBLICATIONS

1.
BOLLA, M. - MOLNÁR-SÁSKA, G.: Optimization problems for weighted graphs and related correlation estimates.


Discrete Mathematics. 282 (1-3) : 23-33. (2004) 0.303

2.
GERENCSÉR, L. - MÁTYÁS, Z.: A behavioral stock market model.


In: Stochastic finance 2004. Autumn school and international conference. Lisbon, 2004.


Lisbon, CIM, ISEG, 2004. pp. 1-7. (CD)

3.
GERENCSÉR, L. - MÁTYÁS, Z.: A system theoretic approach to behavioral finance.


In: 43rd IEEE conference on decision and control. Paradise Island, Bahamas, 2004.


Piscataway, IEEE, 2004. pp. 335-339.

4.
GERENCSÉR, L. - MOLNÁR-SÁSKA, G.: Change detection of Hidden Markov models.


In: 43rd IEEE conference on decision and control. Paradise Island, Bahamas, 2004.


Piscataway, IEEE, 2004. pp. 1754-1758.

5.
GERENCSÉR, L. - MOLNÁR-SÁSKA, G. - ORLOVITS, Zs.: Change-detection of Hidden Markov models and GARCH processes.


In: Stochastic finance 2004. Autumn school and international conference. Lisbon, 2004.


Lisbon, CIM, ISEG, 2004. pp. 1-12. (CD)

6.
GERENCSÉR, L. - RÁSONYI, M. - VÁGÓ, Zs.: Controlled Lyapunov-exponents with applications.


In: 43rd IEEE conference on decision and control. Paradise Island, Bahamas, 2004.


Piscataway, IEEE, 2004. pp. 2550-2554.

7.
GERENCSÉR, L. - HILL, S. D. - VÁGÓ, Zs. - VINCZE, Z.: Discrete optimization, SPSA and Markov chain Monte Carlo methods.


In: Proceedings of the 2004 American control conference. Boston, 2004.


Boston, AACC, 2004. pp. 3814-3819. N
8.
GERENCSÉR, L. - MÁTYÁS, Z.- MOLNÁR-SÁSKA, G. - ORLOVITS, Zs.: Statistical theory of non-linear stochastic systems. I.


Budapest, MTA SZTAKI, 2004. 30 p.

9.
HILL, S. D. - GERENCSÉR, L. - VÁGÓ, Zs.: Stochastic approximation on discrete sets using simultaneous difference approximations.


In: Proceedings of the 2004 American control conference. Boston, 2004.


Boston, AACC, 2004. pp. 2795-2798. N
10.
RÁSONYI, M.: Arbitrage pricing theory and risk-neutral measures.


Decisions in Economics and Finance. 27 : 109-123. (2004)

11.
RÁSONYI, M. - STETTNER, L.: Utility maximization in discrete-time financial market models.


In: Stochastic finance 2004. Autumn school and international conference. Lisbon, 2004.


Lisbon, CIM, ISEG, 2004. pp. 1-4. (CD) N
PUBLICATIONS TO APPEAR: 
1* 
HILL, S. D. – GERENCSÉR. L. - VÁGÓ, Zs.: Discrete Stochastic Approximation via Simultaneous Difference Approximation. American Control Conference 2005, June 8 – June 10, Portland, Oregon, USA, submitted. 
2* 
GERENCSÉR, L. – MICHALETZKY,  GY. – MOLNÁR-SÁSKA, G. – TUSNÁDY, G.: A new approach for the statistical analysis of Hidden Markov Models. IEEE Trans. Automatic Control, under revision

3*
GERENCSÉR, L.: A representation theorem for recursive estimators. SIAM Journal on Control and Optimization. Accepted for publication. 

4*
GERENCSÉR, L. - MICHALETZKY, Gy. - VÁGÓ, Zs.: Risk-sensitive identification of linear stochastic systems. Mathematics of Control, Signals and Systems. Accepted for publication. 

5*
 RÁSONYI,M. – STETTNER, L.: On utility maximization in discrete-time market models. Annals of Applied Probability, Accepted for publication.

6*
RÁSONYI, M.: Arbitrage on large financial markets (in Hungarian). SIGMA, accepted for publication.

7*
SZEIDL, Á. – GERENCSÉR, L. – MICHALETZKY, GY.: Quantized Gaussian ARMA identification. Systems and Control Letters, accepted for publication.

RESEARCH GRANT

Project title:

Stochastic Systems and Modelling Financial Markets 




Hungarian National Science Foundation (OTKA)

Supervisor: 

L. Gerencsér



OTKA grant No.: 
T047193




Duration: 

2002-2006

GROUP OF DISCRETE STRUCTURES

RESEARCH PROJECTS

(A. Gyárfás, M. Ruszinkó, G. Sárközy, J. Lehel)


Applications of the Szemerédi Lemma. One of the strongest tools in structural graph theory is the Szemerédi Lemma. A well-known expert in this field, Gábor Sárközy, joined recently our team. Putting together our skills,  we solved exactly [*10] the longstanding open problem of the Ramsey number of the paths when three colors are used. The 35-page long proof combines earlier results of Ramsey type with matching theory and the Szemerédi Lemma. Similar methods were used in [*11] and in [*10], where we investigated an analogue of the Gerencsér-Gyárfás Theorem.

Ramsey Theory.  Further Ramsey type questions were also investigated, e.g.,  an extension of the famous Ruzsa-Szemerédi  Theorem is obtained in by Sárközy, Gallai’s methods are used in [3]. The results in [*2-*5, *7] are obtained by using classical methods and anti-Ramsey questions are investigated in [*21]. 

Codes. A applied line of our investigations is coding theory. In [*23] we investigated identifying codes in random graphs and gave sharp thresholds for their existence. In [1,*1] we got bounds on single user identifying superimposed codes and put further efforts to get better bounds on regular superimposed codes [*19]. The important Johnson bound is generalized in [*13].

Extremal Graph and Hypergpaph Problems. In general, we continued to investigate extremal problems in graphs and hypergraphs co-operating with internationally recognized institutions and co-authors, e,g.,  [2-4,6,*6,*8-*9, *14-*18]. Most of our papers are published in top international scientific journals . 
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LABORATORY OF OPERATIONS RESEARCH AND

DECISION SYSTEMS

RESEARCH PROJECTS

I. Operations Research 

(K. Balla, S. Bozóki, J. Fülöp, Cs. Mészáros, S. Z. Németh, M. Prill, T. Rapcsák)

Equilibrium systems and smooth optimization 

(S. Z. Németh, T. Rapcsák)

In paper [*17], some properties of the spaces of paths are studied in order to define and characterize the local convexity of sets belonging to smooth manifolds and the local convexity of functions defined on the local convex sets of  smooth manifolds.

The Fenchel problem of level sets reformulated by Roberts and Varberg in their book titled  "Convex functions" (1973, p. 271) is as follows: "What "nice" conditions on a nested family of convex sets will ensure that it is the family of level sets of convex functions?". The aim of the paper is to draw attention to this structural question of convex analysis and to survey some results in different directions [*16]. The Fenchel problem of level sets in the smooth case is solved by deducing a new and "nice" geometric necessary and sufficient condition for the existence of a smooth convex function with the level sets of a given smooth pseudoconvex function. The main theorem is based on a general differential geometric tool, the geometry of paths defined on smooth manifolds. This approach provides a new view on the convexlike and generalized convexlike mappings in the image analysis, and on a complete geometric characterization of a new subclass of pseudoconvex functions originated from analytical mechanics [*18].

In [25], the aim is to show that interesting and important statistical problems containing the principal component analysis, statistical visualization and singular value decomposition, furthermore, the matrix spectral theorem, the characterization of the structural stability of dynamical systems and many other ones lead to the minimization of a smooth function on a Stiefel manifold where the question is to find optimal orthogonal matrices. Optimization on Stiefel manifolds was discussed by Rapcsák in earlier papers, and some global optimization methods were considered and tested on Stiefel manifolds. In [*3,*4], test functions are given with known global optimum points and their optimal function values. A restriction, which leads to a discretization of the problem is suggested, which results in a problem equivalent to the well-known assignment problem.

In [*5], the problem considered is as follows: given C( Rn and F: C( Rn differentiable, find f: C( R differentiable such that ||(f(x)||-1 (f(x)= ||F (x)||-1 F(x) for all x(C. Conditions for f to be pseudoconvex or convex are given. The results are applied to the differentiable case of the revealed preference problem. 

Scalar derivatives and scalar asymptotic derivatives were applied to fixed point theory and complementarity problems. The results are presented in [8,*9] and a monograph is in preparation [*10]. Some extensions of a famous fixed point theorem of Altman are obtained and their applications are described. Conditions for the non-existence of the exceptional family of elements expressed in terms of the scalar derivatives were given. They provide with the solvability of a complementarity problem.

Differential- algebraic equations

(K. Balla)

We considered differential-algebraic equations and their adjoints with well matched leading coefficients in parallel. Associated with tractability indices up to 2, DAEs were decomposed and the inherent and the essentially underlying ODEs were segregated, respectively. Criteria ensuring the decomposition and taking the adjoint to commute were formulated. Hamiltonian systems were studied, as well [*1]. Another class of self-adjoint problems was investigated in [1]. General linear boundary value problems for DAEs up to index 2 are considered in [3].

Game theory

(J. Fülöp, M. Prill)

Negotiations to reduce greenhouse gas accumulation in the atmosphere are modeled as extensive games of perfect information. Various solution concepts, such as Nash equilibrium, reaction function equilibrium, correlated equilibrium and bargaining solutions are applied, analyzed and computed. Special reduction techniques are used when the size of the game tree becomes excessive. A new solution concept, the tree-correlated equilibrium is also introduced. The main features of an Excel add-in designed to compute various solutions are briefly described and a sample policy analysis for a special negotiating scenario is discussed [*8].

Large-Scale Optimization

(Cs. Mészáros)

Research was continued on interior point methods for large-scale optimization problems. Implementation techniques for quadratic optimization with separable convex quadratic constraints were developed. We used our existing methods for the underlying linear algebra kernels [*12].  We developed efficient techniques for interior point methods which exploit the features of modern computer hardware.

II. Decision Systems
Multiattribute decision making

(S. Bozóki, S. Z. Németh, T. Rapcsák)

In [7], it is shown that the singular value decomposition is a good tool to provide a theoretically well formulated solution both for the scaling and consistency problems in a major multiattribute decision model, the Analytic Hierarchy Process.

The Least Squares Method Problem in the AHP has been solved for 3x3,...,8x8 matrices. Resultant method, generalized resultant method and homotopy method were used. Numerical results have been used for comparative analysis of weighting methods.
Environmental modeling

(K. Balla, S. Márton, T. Rapcsák)

We summarized the background theory and described an air pollution model as applied to a composting plant. Two technologies of the composting process were compared. The model was based upon the Hungarian Standards. The region was analyzed from both the meteorological and the geomorphologic points of view [*2]. 

Event-oriented GIS

(B. Mihályi)

The usual GIS applications do not allow the representation and examination of dynamic processes (e.g. social, environmental procedures). The programs are 
object-oriented and are able to manage static matters, only. The event-oriented GIS tries to resolve this imperfection of the current GIS softwares. A pilot project is under development.

The role of maps in military operations 

Maps have a great influence on military operation planning. Sometimes, the lack of maps or imprecise maps can cause military blunders. Research aims at gathering examples of military disasters based on poor operation planning and insufficient maps. The effects of maps are stronger than historians have thought to be so far. Up to now, this approach of military operation planning has been absolutely neglected [18,20].

The siege of Budapest in 1944-45

Although several historians have dealt with the siege of Budapest, there have remained many unknown details. The research project aims at unravelling the defence system of Budapest at the end of 1944 [9,22,23,24] that was uncovered in former studies. 

III. Applications
(S. Bozóki, J. Fülöp, G. Kéri, S. Márton, Cs. Mészáros, K. Móczár, M. Prill, T. Rapcsák, 

I. Selmeczy)

Together with the members of the Department of Operations Research and Decision Systems, the members of the Laboratory took part in the application of mathematical and software engineering results related to decision systems.

Decision systems and environmental modeling

(S. Bozóki, J. Fülöp, G. Kéri, S. Márton, Cs. Mészáros, K. Móczár, M. Prill, T. Rapcsák, 

I. Selmeczy)

In MAVIR (Hungarian Power System Operator Company), we have participated in the evaluation of several tenders by using our WINGDSS methodology and software.

For the development of the collaborative communication and knowledge organisation model of academic research in on-line technological environment, we took part in the elaboration of an efficient collaborative evaluation and knowledge organisation system, in the analysis of feedback mechanisms in off-line and on-line communities, and in the analysis of the role of feedback mechanisms in the emergence of communities.

A group decision support system for multiattribute decision making and environmental modeling software tools based on GIS databases were planned and are now under development. It includes various evaluation, weighting and tree aggregation methods. Furthermore, a powerful sensitivity analysis is also implemented in the software.
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The activity of the Laboratory in 2004 focused on the following areas:

1. Development of the integrated P-GRADE Grid program environment combining our diverse results. Supporting long-running parallel programs in the ClusterGrid with checkpointing mechanism in P-GRADE.

2. Development of the Portal version of P-GRADE 

3. Adaptation of the EGEE Grid infrastructure and its extension with the P‑GRADE Portal and with the Mercury monitoring system. Installation of a server machine with P-GRADE Portal to access the EGEE Grid.

4. Development of the JiniGrid prototype system

5. Specification of a Grid system for SETI-like applications

6. Collaboration in e-science OGSA testbed project (UK)

7. Specification of the collaborative version of the P-GRADE Portal

8. Dissemination and teaching of the Grid technology all over Hungary

9. Participation in international Grid forums 

1. Integrated P-GRADE for Grid program development

In the previous year we achieved several results related to Grid programming, but those were available in different prototypes only:

· checkpointing in P-GRADE 

· Integration of P-GRADE with the Condor job management system

· Integration of P-GRADE with Globus-2-based Grids

· MPICH-G2 code generation within P-GRADE

· Prototype of a workflow development system in P-GRADE

This year all the results have been integrated into a stable and robust P-GRADE software that may be used by the whole Hungarian Grid community (P-GRADE version 8.3). The system now supports several different configurations of the available computational hardware from single computers through clusters to general Grid infrastructures:

1. Desktop configuration

2. Dedicated cluster configuration

3. Non-dedicated cluster configuration

4. Condor Grid configuration

5. Globus Grid configuration with batch execution mode

6. Globus Grid configuration with interactive, MPICH-G2 execution

7. Thick workflow configuration

8. Thin workflow configuration

An installation program has been developed for the easy installation and configuration of the rather complex P-GRADE environment. The installer asks for the available configurations and checks whether they are properly working. Provided that system administrators install the necessary software needed for a given configuration, a user can easily install and configure P-GRADE. The P-GRADE version 8.3 is publicly available with a 30-day trial licence at

http://www.lpds.sztaki.hu/index.php?load=pgrade/registration.php

The next task was the extension of P-GRADE with checkpointing mechanism for the Hungarian ClusterGrid infrastructure, which allows saving the state of long running parallel programs in the ClusterGrid (which is active only at nights) and their continuation the following night.

2.
Development of the Portal version of P-GRADE 

A new portal has been developed for making easy access to Grid services of P-GRADE (named P-GRADE Portal) possible. It allows a user by using a web browser to graphically design a workflow, upload it to the portal server, download her Grid certificate to the portal server, execute the workflow in the Grid with the Grid certificate, monitor and visualise the status and progress of the workflow and its components, and to let the portal automatically deliver input and output files to the right places for workflow execution. The P-GRADE Portal makes it possible to create complex workflows and to execute them in the Grid. 

The portal has been connected to several Grid implementations: 

· first generation Grid system: Hungarian ClusterGrid, 

· second generation Grid: Hungarian SuperGrid, LHC Grid (EGEE, SEE-GRID projects and HunGrid infrastructure)

· third generation Grid: UK OGSA Testbed

P-GRADE Portal is publicly available at http://www.lpds.sztaki.hu/pgportal/
3.
HunGrid Grid infrastructure

The largest European Grid project, the EGEE (Enabling Grid for E-sciencE) has currently the largest Grid infrastructure with more than 9000 processors. In contrast to the current infrastructure of the Hungarian ClusterGrid, EGEE is available 24 hours a day and it also includes storage elements to store very large databases and files. 

Together with the RMKI (Institute for Particle Physics), the EGEE/LCG-2 has been adapted and installed in Hungary, which is a major step in promoting Grid culture in the country. The connection of the 100 processors of RMKI and the 28 processors of the SZTAKI form the current HunGrid infrastructure but it will be extended soon to ELTE, the University of Veszprém, the University of Szeged and the KKKI (Institute of Chemistry). 

HunGrid is an extension of the EGEE infrastructure. The new elements are the P GRADE Portal and the Mercury monitoring system. HunGrid can be accessed and used conveniently and easily by the portal. Mercury allows the monitoring of the performance of the applications. 

4.
Development of the JiniGrid prototype system

To support Java programs and also to explore the possibilities in the service-oriented Grid technology we have been working on the Jini-based JGrid system together with the University of Veszprém. JGrid is based on different technologies other than Grid implementations, therefore, the portal had to be severely redesigned. 

5.
Specification of a Grid system for SETI-like applications

To create a Grid system that can be easily deployed at research and educational institutes and that enables to harvest the idle computational power of the PCs there we have designed a specific Grid system for applications that are similar to the well-known SETI@home project. We have studied this theme and we found that the BOINC system can be deployed for this task. We have tested BOINC in our Laboratory. The next tasks in 2005 will be to create a testbed based on this software.

6.
Collaboration with UK e-science OGSA testbed project

Besides six British partners, SZTAKI is the only non-British partner involved in UK e-science OGSA testbed project to examine the applicability of the OGSA standard. We explore how the P-GRADE Portal can be integrated with the latest Grid technologies, and this work may bring appreciation to the Hungarian Grid developments within Great Britain, which supports e-science R&D in Europe the most. Another effort was to integrate our portal with the GEMLCA technology of Wesminster University to deploy legacy applications on the Grid without any modification to the existing code.

7.
Specification of the collaborative version of the P-GRADE Portal

One of the highest potentials in workflow applications is the support for collaborative work where different Virtual Organisations (VO) can dynamically join and share their computational power for the execution of a common large Grid application. This is a brand new subject in this field. We have specified the collaborative version of the P-GRADE Portal where the current editor must be modified for the collaborative editing of an application and its execution on the dynamically organised collection of VOs. 

8.
The dissemination and teaching of Grid technology in Hungary

Our Laboratory works on the wide-spread of Grid technology all over Hungary that, besides the infrastructure developments, includes education. We Grid tutorials held in 2004 at the joint conference of DAPSYS and EuroPVM/MPI in Budapest and at the University of Szeged. We created the program “Proposal for a nation-wide Grid program” together with the partners of the Hungarian Grid Competence Center.

9.
Participation in international Grid forums 

P-GRADE and P-GRADE Portal have been successfully demonstrated at the exhibitions at the International Supercomputer Exhibition in Heidelberg, 22-25. June and at the Supercomputing’04 conference and exhibition in Pittsburgh.

Our participation in the EGEE and SEEGRID projects enabled the realisation of the HunGrid infrastructure. We have collaborations in UK e-science OGSA testbed project, as well as, with Reading University. The EU-CoreGrid project is a network of excellence project for research in next generation grids, while the GridCoord project aims at coordinating the research and educational activities of different countries in Europe.
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RESEARCH PROJECTS

(T. Bartha, Cs. Bányász, J. Bokor, A. Edelmayer, Z. Fazekas, P. Gáspár, L. Keviczky, 

B. Kulcsár, S. Molnár, L. Nádai, C. C. Obi, L. Palkovics, T. Péni, G. Rödönyi, F. Schipp, 

A. Soumelidis, Z. Szabó, I. Szászi, I. Varga)

CONTROL THEORY

Combined identification and control

(Cs. Bányász, J. Bokor, P. Gáspár, L. Keviczky, L. Palkovics, Z. Szabó)

The usually followed R, S, T forms, generally applied in MPC algorithms, can be easily used for parameter estimation and the direct formulation of self-tuning regulators. However, the detailed comparison of the pole-placement and predictor-based controllers showed that the   d-step ahead predictors "quasi-linear" in the parameters are very redundant considering the unknown parameters. The polynomials strongly depend on the design and optimization parameters. Therefore, a new structure was constructed to help the direct identification of the plant (to avoid the redundant over-parametrization) under the constraint of a special pole-placement controller in the framework of the GTDOF scheme. This new topology clearly shows the special part of the controller, which depends on our design goals only (for IS processes) and also on the invariant process factor (for IU processes). This method can be interpreted as a direct reformulation of the classical adaptive MPC providing minimal number of parameters to be estimated in a GTDOF control design problem [23], [22]. 

Robust control

(J. Bokor, Cs. Bányász, P. Gáspár, L. Keviczky)

For LTI dynamic open-loop stable time-delay processes the robust stability condition was investigated for such cases, when the model uncertainty is caused by the time-delay mismatch only. New necessary and sufficient conditions were introduced in the form of simple analitic inequalities. It was also investigated, how these conditions depend on the performance design requirements [14], [13].  

It is a well known methodology to use the state variable representations (SVR) of LTI dynamic SISO systems. The SVR proved to be excellent tool to implement both LQG control and pole placement design. The practical applicability required to introduce the observers, which make this methodology widely applied even for large scale and higher dimension plants. It was shown that this classical methodology is good for the stabilization of unstable LTI processes, however the reachable closed-loop performance is limited by the numerator of the process. If a high performance controller design is required, then a more sophisticated, two step procedure must be used [15] (This paper received the “Best Paper Award” on the XV Int. Conference on Systems Science in Wroclaw).

Nonlinear control

(Cs. Bányász, L. Keviczky)

Horowitz stated that all TDOF control systems are equal. In our former works it was found that special versions of these systems have definite advantages to others and help to understand the operation of the whole control process. This, so-called GTDOF, topology was one of these advantageous forms and several interesting results have been reached to help control engineers in their practice. In our recent paper [21] a very simple and "clever" version of the GTDOF structure was introduced first, where the controller shows two parts. The first depends on the design parameters, the invariant process factors and their optimal attenuation. The second depends only on the model of the plant. 

This controller topology was then extended for nonlinear plants having factorable process models. For special factorable nonlinear processes it was possible to eliminate the nonlinearity from the closed loop exactly. An iterative controller refinement scheme was also formulated, which can be used for off-line iterative combined identification and control solution tuning the nonlinear controller [16], [12]. 
FAULT DETECTION IN DYNAMIC SYSTEMS

Fault tolerant and reconfigurable control


(A. Edelmayer, J. Bokor, T. Bartha, I. Szászi, Z. Szabó)

The themes of research are reliability, availability and safety of technical processes and their control systems. These themes are closely related to both the process and its control systems and they are addressed during design, start-up, operation, maintenance and repair. 

In a recent paper [4] the classical detection filter design problem is considered as an input reconstruction problem that is viewed as a dynamic inversion problem. This approach is based on the existence of the left inverse and arrives at detector architectures whose outputs are the fault signals while the inputs are the measured system inputs and outputs and possibly their derivatives. A view of the inversion-based input reconstruction with special emphasis on the aspects of fault detection and isolation by using invariant subspaces and the results of classical geometrical systems theory is provided. The applicability of the idea to fault reconstruction is demonstrated through examples. 

Advanced signal and image processing methods

(J. Bokor, Z. Fazekas, F. Schipp, A. Soumelidis)

The group’s traditional research interest and research activity in the field of signal and systems theory has been not just retained, but also somewhat extended. It now includes the processing of visual data. Primarily, the mathematical modelling techniques of the group’s traditional research field are used for this purpose. This new direction was inspired by the needs of diverse application areas ranging from the control of smart vehicles to biomedical visual measurements.
 The main activities that were characteristic in this year are as follow:

· Continuing research in the field of signals and systems theory, and processing methods based upon rational orthogonal bases, product bases, and Blaschke-type wavelet constructions [6], [7], [8], [*11].

· Image processing methods for detection objects (e.g., obstacles, lane markings, pedestrians, vehicles on a road) in the 3D space. 

· Representation techniques of smooth, sphere- or ellipsoid-like surfaces. This area has been motivated by the field of ophthalmology, where the Zernike-type representations have become popular in describing the optical properties and aberrations of the eye. Research on efficient algorithms for computing such representations, as well as, constructing and computing other representations that are optimal in some predefined sense was carried out during the report period. For example, Chebishev-type representations and their modifications were studied and applied to corneal surface description [*12].

· Research on visual measurements of reflective 3D surfaces was also motivated by diagnostical needs of ophthalmologists. The group started looking into the differential-geometrical modelling methods of such surfaces, and into the surface-reconstruction algorithms. Related image and signal processing methods were also studied and developed to overcome the deficiencies of known measurement methods. 

The results achieved these research activities will be utilized in the R&D projects that has been initiated in this year. 

LTV, LPV and bilinear systems

(J. Bokor, A. Edelmayer, Z. Szabó, P. Gáspár)

In the approach of the problems of nonlinear control systems, the special representation of nonlinearities in form of LPV formulations has gained increasing attention in the past years. Research results achieved in the theory of LPV systems related to system concepts, invertability questions and their applications to the solution of the tracking problems were published in the papers [3], [11], [19].

Linear Hybrid Systems 

(J. Bokor, G. Stikkel, Z. Szabó, P. Gáspár)

In the past years the theory and design of linear hybrid systems have gained increasing importance. Reconfigurable control systems, more precisely, switching between different controllers generates a lot of theoretical and practical questions related to stability, performance and implementation. Research results concerning controllability issues were published in [9].

APPLICATIONS

INTEGRATED CONTROL SYSTEM FOR ROAD VEHICLE 

Intelligent and Autonomous Vehicle Systems

(J. Bokor, L. Palkovics, P. Gáspár, T. Bartha, A. Soumelidis, I. Varga)

An integrated control mechanism is proposed, creating balance between different active components in order to increase the performance behavior and safety of vehicles. The control mechanism includes an active suspension, active anti-roll bars, and an active brake. The role of the active suspension system is to improve passenger comfort and guarantee the suspension working space. The role of the active anti-roll bars is to generate a stabilizing moment in order to balance the overturning moments generated during maneuvers. By using the brake system the rollover prevention may be guaranteed, since it reduces directly the lateral tire forces and decelerates the vehicle. In the integrated control mechanism the model for control design is constructed in a Linear Parameter Varying (LPV) structure. The control design is based on parameter dependent Lyapunov functions (PDLF). In the control design the performance specifications both for rollover and suspension problems, the model uncertainties and the fault information of the FDI filter are also taken into consideration. For more details, see [5], [20], [19].

Commercial Vehicle Fleet Management System

 (J. Bokor, L. Palkovics, P. Gáspár, A. Soumelidis, G. Szederkényi, T. Péni, G. Rödönyi)

The main objectives of the project are to elaborate the theory and methods of intelligent supervision, control and communication systems installed on vehicles, and an associated information service system for fleet management, and to elaborate prototype systems with the information system for fleet management. The development of the information service as part of the fleet management system that collects, analyses and evaluates databases sent by the individual vehicles extends the utility of the installed vehicle systems and represent a significant added value to its application. 

This system integrates the capabilities of recent mobile telecommunication, the sensory and data measurement systems on the vehicle into a unified framework and has the feature to maintain a permanent communication among the data acquisition and control modules allocated on the vehicles of transportation companies. It can also supervise and control the transportation processes, assist the driver in decision making, support the coordination of transport activities and it provides with an information database for all participants possessing the particular unit on the vehicle. 

Research in this area was directed towards the cooperative control of autonomous vehicles. The aim was to construct a distributed hierarchical control framework and inter-vehicle communication topology for a fleet of highly automated road vehicles to be able to perform complex maneuvering tasks, such as trajectory tracking, safe navigation among obstacles and motion in different prescribed formations. As a solution a two-level hierarchical control structure was proposed where the local vehicle controllers, which depend on the particular vehicle dynamics, constitute the low level subsystem. On the high level the distributed cooperative control methods take place, which are constructed according to the prescribed task, and are independent from the vehicle they operate on. In the control structure we elaborated the dynamic inversion based trajectory tracking controller is used as a low-level controller and a passivity based distributed control algorithm is proposed as a high-level control component.  In parallel with the theoretical research above a development of an in-door model platform was started for testing and demonstrating the different cooperative control strategies. This platform consists of three radio controlled vehicle models equipped with powerful embedded onboard computer, sensors, digital camera and a wireless communication interface. The platform is able to realize centralized and fully decentralized control algorithms and it meets hard real-time requirements [27], [28], [*8].   

Realization of digital control systems: implementations in intelligent unmanned vehicles

(J. Bokor, A. Edelmayer, P. Gáspár, B. Kulcsár, C. C. Obi,  G. Rödönyi, A. Soumelidis)

The application of embedded computers and operational systems in sensing, measurement, data acquisition, control, and detection entered in the implementation phase in association with problems arising in the field of unmanned intelligent vehicles. Unmanned vehicle models – cars, as well as planes – have been built, and several control system elements have been developed incorporating both embedded board computers and “land” control stations communicating by applying wireless digital schemes. The spectrum of the embedded platforms applied (and planned to apply) is spread from microcontrollers, through digital signal processors, to high complexity embedded computers applying embedded operational systems; CAN and Ethernet network, as well as wireless LAN, and Bluetooth are applied for communication. The board electronics is complemented with several sensors including GPS, inertial and operational state sensors, as well as video cameras, optionally. A single vehicle model serves as an experimental base for investigating positioning, navigation, tracking, maneuvering, and stabilization problems; furthermore, a group of the vehicle models may be applied in cooperative control experiments. The experimental set including unmanned vehicle models, measurement, control, and communication elements is developed and expanded continuously according to the requirements arising from several research activities of the Laboratory, e.g., control theory, signal processing, fault detection, etc. [11], [24], [27], [28], [30], [29], [*8], [*9], [*10].

I&C refurbishment project

(T. Bartha, J. Bokor, A. Soumelidis, I. Varga)

In the past few years the lifetime extension of units has been started at Paks Nuclear Power Plant. As a part of the preparatory work related to this process, our Laboratory has made a large-scale literature overview on the national and international standards, as well as suggested and implemented examples. Based on the results of the overview, a proposal for the new NPP I&C systems’ informatics architecture and network topology has been made.  

Status and actual risk monitoring in a NPP Reactor Protection System (RPS)

(T. Bartha, J. Bokor, A. Edelmayer, I. Varga)

One of the advantages of using computerized IC systems in Paks Nuclear Power Plant is the possibility for continuous monitoring of the plants’ state. In the case of safety-critical subsystems (such as the Reactor Protection System, RPS) one of the most important measures of quality is the reliability of the systems. When designing systems like this, the realization and maintenance of safety parameters is essential, therefore, these parameters have been numerically expressed. Processing the status information of about the components of the RPS and integrating it in a fault-tree reliability model, a model that follows the system’s actual state may be obtained. By evaluating the model, the degree of the system’s degradation can be numerically determined. This degradation indicator gives important information about the impact of the occurred errors on the further operability of the whole system.

Our Laboratory developed a concept and a prototype implementation for a risk monitoring solution in NPP protection system. The solution comprises two main functions: the Status Monitoring System and the Risk Monitoring System. Our further work is directed towards the possible improvements to enhance system performance and shorten the response time [10], [32], [*1], [*13]. 
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Dynamic process models are derived from the 1st law of thermodynamics constrained by equalities and optimality-type inequalities derived from the 2nd law. With this understanding, it is possible to use process knowledge to determine the dynamic system properties of process systems and to design better controllers therefrom. Our recent book, published this year [A], summarizes the results in the field of analysis and control of nonlinear process systems. 
Computer-Aided Process Modelling  

The notion of minimal process models, with respect to a size index satisfying the same modelling goal, has been introduced as an extension of minimal state-space models [9*]. 

The integrating frameworks of the multi-scale modelling of complex process systems have been investigated [4]. A novel diagnostic goal-driven modelling approach has been proposed and an intelligent diagnostic system based thereon is reported in [11*], [10] and [18]. 

Analysis and control of nonlinear process systems  

We have examined the possibilities of describing quasi-polynomial and Lotka-Volterra models in generalized dissipative form. It was shown that Lotka-Volterra system is globally stable with a formerly known entropy-like Lyapunov function candidate if and only if there exists a local dissipative-Hamiltonian description of the system in the neighbourhood of the equilibrium point with a quadratic Hamiltonian function [6]. 

The quasi-polynomial representation of process models and its use in stability analysis has been investigated. We have developed a method for the estimation of guaranteed quadratic stability neighborhood using linear matrix inequalities. The application of the method has been illustrated by simple process model examples [8].

It has been shown that an important type of time-reparametrization problem in quasi-polynomial systems is equivalent to the feasibility of a suitably constructed bilinear matrix inequality where the unknowns are the coefficients of the Lyapunov function and the exponents in the time-reparametrization transformation [8*].

Analysis and control of nonlinear mechanical-process systems 

Based on a previously developed simple dynamic model of a low-power gas-turbine, LPV analysis and controller design for the turbine are reported in [14] and [13]. 

A model-based feed-forward controller has been designed for a single protection valve for pneumatic brake systems [5], [11]. A systematic model simplification procedure has been developed and applied to the protection valve in [10*]. 
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Graph coloring 

joint work with J. Kratochvíl (Praha) and M. Voigt (Ilmenau) 

Graph colorings of restricted types such as list colorings (where a set of admissible colors is given for each vertex) have been investigated, and the extendability of partial colorings with a given number of colors, under the assumption that no monochromatic pair of adjacent vertices may occur.  Such kind of problems are motivated by scheduling, frequency assign​ment, etc.  The main directions in our research are the time complexity of deciding whether a feasible coloring exists, and sufficient conditions ensuring the existence of a feasible coloring. We have also considered the problem in more general settings where a given number of colors has to be assigned to each vertex simultaneously, or the subgraph induced by each color class has to satisfy a given property.  Some of the multicoloring methods work for hypergraphs as well. 

Perfect graphs 

Uniquely colorable perfect graphs are interesting in themselves, independently of the status of the Strong Perfect Graph Conjecture (that has been, perhaps, recently proved). They can help, e.g., in the coloring algorithm of perfect graphs. Our investigations aim at finding a combinatorial characterization for them. We have found some combinatorial-type conclu​sions of unique colorability for some (not too small) classes of perfect graphs.  Furthermore, the connection with ear structures of graphs has become clear.

Another subject is the question of the perfectness of graphs obtained from the cyclically oriented triangles of a directed graph. 

The near-factorizations of groups is a subject in group theory, which has an interesting link to perfect graphs.  We have found surprising new algebraic examples, starting from graphs.

Dominating subgraphs 

joint work partly with O. Favaron (Paris), M. Voigt (Ilmenau), P. D. Vestergaard (Aalborg) and D. Michalak (Zielona Góra) 

Given a class D of graphs, the problem is to describe the graphs each of whose connected induced subgraphs has some dominating subgraph belonging to D.  Earlier, we found charac​terizations in terms of forbidden induced subgraphs for various classes D (paths, connected bipartite or complete-bipartite graphs, etc.). General results have also been proved on the structure of minimal non-D-dominated graphs. Finally, a method has been developed yielding a complete description of minimal forbidden induced, connected subgraphs. 

A related problem is to explore similarities and differences between connected domination and general domination where the subgraph to be found is not necessarily connected.  Also, the relationship between dominations within distances one and two has been investigated.

Steiner systems and block designs

joint work partly with M. Gionfriddo, S. Milici, L. Milazzo and G. Quattrocchi (Catania) 

This project on the theory of combinatorial designs started about a decade ago.  In our recent work we deal with the existence of blocking sets, and the extremal properties of arcs.  The former are point sets which meet all blocks but contain none of them as a subset; while the latter share at most two elements with each block.  The more general structures of G‑designs have also been considered. 

Hypergraph coloring

partly joint work with L. Milazzo (Catania) V. I. Voloshin (Troy) and Cs. Bujtás (Veszprém) 

Given a pair of finite set systems, H=(C,D), where C and D have the same point set X, the problem is to partition X into as many subsets as possible in such a way that each member of C should meet some partition class in more than one point, while no partition class should contain any member of D.  This new direction in hypergraph theory is interesting not only in the theoretical setting but also because of its motivations in biology. We have investigated the problem of determining which conditions ensure that the extremal partition be unique. In the case of uniform hypergraphs, the possible partitions have been characterized. A related problem is when the requirements on C and D admit no feasible partition. We have studied the question in symmetric configurations, too. 

Graph algorithms

joint work with C. Bazgan, Y. Manoussakis, M. Santha and D. Vanderpooten (Paris) 

This fruitful co-operation has included various subjects, e.g., some properties of edge partitions in graphs, network routings, tournaments, the existence of vertex partitions of graphs under degree conditions, etc.  Besides structural results, emphasis is put on the study of approximation algorithms, including the design of polynomial-time approximation schemes and proofs of non-approximability. 
Process control

joint work with K. M. Hangos and G. Szederkényi 

We study some structural properties of dynamic process systems given with their state space model, applying graph-theoretic methods. New results have been achieved on the selection of optimal control structures and on model simplification. One of our goals is to describe some classes of instances where optimal solutions can be found in polynomial time. Our recent work also includes the analysis of the effect of simplifying model transformations on the differential index of model equations.
Scheduling theory 

joint work with E. Angelelli, R. Mansini and M. G. Speranza (Brescia) and Á. B. Nagy (Veszprém) 

Multiprocessor scheduling problems are investigated by means of graph theoretic models, with emphasis on comparability graph augmentations. Recent activity also includes the design and analysis of on-line algorithms, e.g., where lower and upper bounds are known on the sizes of items to be scheduled. Problem instances with precedence constraints have also been studied. 
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RESEARCH GROUP

Reinforcement Learning, Control

(L. Kocsis, Cs. Szepesvári, P. Torma, W.D. Smart)

Markovian Decision Problems, Control and Filtering of Stochastic Systems: Q-learning is one of the best known reinforcement learning methods. Yet, it’s convergence properties when used in conjuction with function approximators are largely unknown. We have proposed a modificiation of the gradient-based Q-learning algorithm and proved that the modified algorithm converges with probability one to the neighborhood of the optimal Q-function [1]. This is the first known generic result for the convergence of Q-learning for continuous state-space Markovian Decision Problems.  We have continued our work on filtering of non-linear stochastic systems. Our main focus is on particle filtering and systems where observations are noisy, but the level of this observation noise is much lower than the level of noise of the dynamics. In this situation, paradoxically, the canonical particle filter (SIR) performs very poorly. We have proposed a two-stage particle filter that was shown both analytically and experimentally to outperform previous particle-filter modifications aimed to solve this paradox [2].
Learning in Games: An Omaha Hi-Lo Poker program was developed to serve as test bench for learning algorithms. We have introduced a general-purpose algorithm, RSPSA, for tuning game parameters. RSPSA combines Simultaneous Perturbation Stochastic Approximation (SPSA) with Resilient Backpropagation (RPROP). The experiments in poker have shown that the new algorithm can improve a game-playing program significantly, and the method proved to be competitive with alternative tuning algorithms.
Autonomous Driving: The aim of inverse reinforcement learning (IRL) algorithms is to recover an unknown reward function using behaviour traces of an expert. The learnt reward function can then be used for finding a policy by means of some reinforcement learning algorithm, the main underlying assumption being that this allows for better generalizations to unseen situations than if a policy were learnt directly from the expert traces. We have investigated IRL algorithms for controlling cars in simulated environments. Initial experiments show that the learnt policies can often perform better than the ones learnt by imitation, though the algorithms seem to be sensitive the features used as the basis of learning.

Machine Learning
(A. Kocsor, K. Kornél, Cs. Szepesvári)

Feature Extraction Methods: We have proposed a supervised feature extraction method aimed at uncovering the ‘principle manifold’ underlying classification and/or regression problems [1,3]. The method has been tested on several standard datasets and was shown to outperform alternative feature extraction methods (e.g. PCA, LDA). The new method successively identifies `important’ components using a deflation approach: in each step it aims at finding the maximally informative direction in a deflated space.

Artificial Intelligence

 (Cs. Szepesvári) 

Search: We have defined a new class of search problems and have given an algorithm that solves this problem [4]. The performance of the new algorithm was tested on a real-life domain (segmentation of character strings). The new problem is called the “Shortest Path Discovery Problem”. The problem is to find the shortest path in a weighted graph where the costs of the edges are initially unknown, but the algorithm may query the cost of the edges. It is assumed that querying the cost of an edge is expensive and the aim is to find the shortest path with the minimum number of queries.
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COGNITIVE VISION GROUP
RESEARCH PROJECTS

P. Baranyi, Z. Petres, B. Reskó, A. Gaudia, P. Várkonyi, A. Róka, Á. Csapó

1. Cognitive Vision, Intelligent Contouring

Within the field of cognitive vision we have thoroughly studied the mammalian cerebral cortex with a special respect on the regions responsible for primary visual processing (V1). The studied biological structures were modeled from an information processing point of view. 

The proposed model is of a neural structure and functionality similar to that of the visual cortex, which is able to recognize the image contours in an intelligent way. This contouring makes the recognition of the lines of a certain orientation or length, curves or simple shapes possible. The model is based on the structure of inter-neuronal connectivity only, and the contouring task does not require any algorithm.

2. Intelligent Space based Robot Programming

The Intelligent Space concept refers to a distributed sensory intelligence. We have developed a distributed multi-camera system that is able to track the motion of objects and provide 3D motion information, such as time dependent 3D position and orientation. There are several possible applications of the developed system. 

In cooperation with PPM, a Norwegian company, we have integrated the developed system with industrial robots. The motion captured by our system can be transferred into industrial robots, which perform the same motion. This method allows for considerably shortening the programming time of industrial robots, which makes it economic to apply them to low batch number production applications.

3. Tensor Product Transformation
We have proposed a designing method of an output feedback control strategy to the prototypical aeroelastic wing section which is used for the theoretical as well as experimental analysis of two-dimensional aeroelastic behavior and exhibits limit cycle oscillation without control effort. The control strategy is based on a state feedback controller, developed in preliminary works, values. The main objective of the research is the observer design based on a recently introduced design methodology which is a combination of the TP model transformation and the feasibility test of linear matrix inequalities. The main novelty from a theoretical point of view is that the TP model transformation is not applicable for observer design in its published form. We have also shown that an observer design needs the inverse of the conditions, derived for the controller design of the convex hull resulted by the TP model transformation. Therefore, the method, as an extension of the TP model transformation is capable of generating a proper convex hull for the observer design. Finally, we have validated the extended TP model transformation via output feedback control design to the prototypical aeroelastic wing section. 
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Faculty of Information Technology, 2 hours/week, 2nd semester of 2003/2004
Szolgay, P.: Design methodology based on programmable digital VLSI circuits


Institute of Informatics and Electrical Engineering, Dept. of Information Technology, lectures  (2 hours + 1 seminars) /week, 1st semester of 2004/2005
Szolgay, P.: Digital Systems and Computer Architectures


Institute of Informatics and Electrical Engineering, Dept. of Information Technology, lectures 4 hours/week, 2nd semester of 2003/2004
Tuza, Zs.: Combinatorial methods


Faculty of Information technology, 4 hours/week, 2nd semester of 2003/2004

Tuza, Zs.: Combinatorial algorithms


Faculty of Information Technology, 4 hours/week, 2nd semester of 2003/2004
Pázmány Péter University

Gerencsér, L.: Information and coding theory


Faculty of Information Technology, 2 hours/week, 2nd semester of 2003/2004

Hangos, K. M., Szederkényi, G.: Lecture on System Identification


Faculty of Information Technology, 2 hours/week, 1st semester of 2004/2005
Mátyás, Z.: Probability theory problems classes


Faculty of Information Technology, 2 hours/week, 1st semester of 2004/2005

Molnár-Sáska, G.: Probability theory and statistics


Faculty of Information Technology, 2 hours/week, 1st semester of 2004/2005

Orlovits, Zs.: Analysis


Faculty of Information Technology, 2 hours/week, 1st semester of 2004/2005

Pongrácz, B.: Teaching Assistentship in Computer Controlled Systems


Faculty of Information Technology, 2 hours/week, 2nd semester of 2003/2004

Pongrácz, B.: Teaching Assistentship in System Identification


Faculty of Information Technology, 2 hours/week, 1st semester of 2004/2005

Rásonyi, M.: Stochastic processes


Faculty of Information Technology, 2 hours/week, 1st semester of 2004/2005

Rásonyi, M.: Probability theory and statistics (lecturer)


Faculty of Information Technology, 2 hours/week, 1st semester of 2004/2005

Roska, T.: Analogic Cellular Computers and Visual Microprocessors
Faculty of Information Technology, 4 hours/week, 1st semester of 2004/2005 and 2nd semester of 2003/2004

Roska, T.: Nonlinear Dynamical Systems

Faculty of Information Technology , 4 hours/week, 1st semester of 2004/2005 and 2nd semester of 2003/2004

Szederkényi, G.: Lecture on Computer Controlled Systems


Faculty of Information Technology, 2 hours/week, 2nd semester of 2003/2004
Szirányi, T.: Image processing


Faculty of Information Technology, (2 hours + 2 seminars) /week, 1st semester of 2004/2005

Szirányi, T.: Biometric methods


Faculty of Information Technology, 2 hours/week, 2nd semester of 2003/2004, 1st semester of 2004/2005
Tuza , Zs.: Discrete mathematics and algebra


Department of Information Technology, 3 hours/week, 2nd semester of 2003/2004

Vágó, Zs.: Mathematical Analysis

Faculty of Information Technology, 2 hours/week, 2nd semester of 2003/2004, 1st semester of 2004/2005
University of West Hungary

Szabó, L.: Optimization algorithms

Lectures for informatics students, 4 hours/week, 2nd semester of 2003/2004

Szabó, L.: Theory of  algorithms


Lectures for informatics students, 4 hours/week, 1st semester of 2004/2005

Szabó, L.: Theory of databases


Lectures for informatics students, 4 hours/week, 1st semester of 2004/2005

István Széchenyi University, Győr

Keviczky, L.: lecture on Hypermedia Systems and Applications


Dept. of Informatics, 2 hours/week, 2nd semester of 2003/2004
College International, Budapest Semesters Program
Ruszinko, M.: Graph Theory

3 hours/week, 2nd semester of 2003/2004

Gyárfás, A.: Combinatorics


3 hours/week, 2nd semester of 2003/2004
Queens’ University, Kingston, ON, Canada

György, A.: Telecommunication and Data Network Modeling (in English)

Dept. of Mathematics and Statistics, regular course, 3 hours/week, 2nd semester of 2003/2004

University of Memphis

Gyárfás, A.: Ideas in Mathematics


6 hours/week, (two courses) 2nd semester of 2003/2004
b. Postgraduate courses 

Eötvös Loránd University of Sciences

Benczúr, A.: Lectures on the mathematics of the WWW


Dept. of Computer Science, 2 hours/week, 1st semester of 2004/2005
Benczúr, A., Grolmusz, V., Lukács, A.: Data mining seminar


Dept. of Computer Science, 2 hours/week, 1st semester of 2004/2005, 2nd semester of 2003/2004

Gerencsér, L.: Statistical theory of non-linear stochastic systems I. II.


Faculty of Natural Sciences, 2 hours/week, 2nd semester of 2003/2004, 1st semester of 2004/2005
Lukács, A.: Data mining II.


Dept. of Computer Science, 2 hours/week, 2nd semester of 2003/2004

Lukács, A.: Introduction to data mining


Dept. of Computer Science, 2 hours/week, 1st semester of 204/2005
Renner, G.: Lectures on Surface reconstruction 

For Ph.D. students, Doctoral Program of Informatics, 2nd semester of 2003/2004 and 1st semester of 2004/2005
Budapest University of Technology and Economics

Baranyi, P.: Computational Intelligence in System Design


Faculty of Electric Engineering and Informatics, Ph.D. lectures, 4 hours/week, 1st semester of 2004/2005
Bokor, J.: Multivariable control systems (in English)


Faculty of Transportation Engineering, Automation Dept. of Transportation Engineering, Ph.D. lectures, 4 hours/week, 2nd semester of 2003/2004
Friedl, K., Ivanyos, G., Rónyai L.: Quantum computing and randomized algorithms.

Faculty of Natural Sciences, Department of Algebra, 2 hours/week, 1st semester of 2004/2005
Friedl, K., Ivanyos, G., Rónyai L.: Selected topics on algorithms II.

Faculty of Electrical Engineering, Department of Computer Science and Information Theory, 2 hours/week, 2nd semester of 2003/2004

Gáspár, P.: Modern Control Theory

Faculty of Transportation Engineering, Automation Dept. of Transportation Engineering, Ph.D. course, 20 hours/course, 2nd semester of 2003/2004 
Györfi, L.: Statistics of Traffic Measurements

Faculty of Electrical Engineering and Informatics, 4 hours/week, 1st semester of 2004/2005

Hangos, K.M.: Lecture on Nonlinear Systems and Control Theory

Faculty of Natural Sciences, Dept. of Mathematical Analysis, 2 hours/week, 1st semester of 2004/2005
Kulcsár, B.: Multivariable Control Systems (in English)

Faculty of Transportation Engineering, Automation Dept. of Transportation Engineering, Ph.D. lectures, 1 hours/week, 2nd semester of 2003/2004
Monostori, L.: Intelligent techniques in manufacturing


Faculty of Mechanical Engineering, 2 hours/week 2nd semester of 2002/2003, 1st semester of 2003/2004
Monostori, L.: Artificial neural networks and their applications


Faculty of Mechanical Engineering, 2 hours/week 1st semester of 2003/2004
Renner, G.: Lectures on Computer Methods in Machine Design


for Ph.D. students, Doctoral Program of Mechanical Engineering, 2nd semester of 2003/2004 and 1st semester of 2004/2005
Soumelidis, A.: Electronic Measurement and Control Systems


Ph.D. lectures, 3 hours/week, 1st semester of  2004/2005
Szászi, I.: Multivariable Control Systems (in English)

Faculty of Transportation Engineering, Automation Dept. of Transportation Engineering, Ph.D. Seminars, 2 hours/week, 2nd semester of 2003/2004
University of Veszprém

Hangos, K.M.: Lecture on Artificial Intelligence in Engineering

Faculty of Informatics and Electrical Engineering, Ph.D. school on “Informatics”, Intensive course, 2nd semester of 2003/2004

Hangos, K.M.: Lecture on Advanced Process Modelling and Model Analysis

Faculty of Informatics and Electrical Engineering, Ph.D. school on “Informatics”, Intensive course, 1nd semester of 2004/2005
University of Szeged

Rónyai, L.: Selected algorithms 

Faculty of Natural Sciences, Dept. of Computer Science, 2 hours/week, 1st semester of 2004/2005

István Széchenyi University, Győr

Keviczky, L.: Accreditation of the Technical Informatics Session and Accreditation of the Ph.D. School

Queen’s University, Kingston, ON, Canada

György, A.: Telecommunication and Data Network Modeling (in English)

Dept. of Mathematics and Statistics, regular course, 3 hours/week, 2nd semester of 2003/2004
c. Ph.D students

Balaton, Z.: Dynamic Process Management in Grid Environment

Supervisor: Vajda, F.
Bíró, I.: Clustering of high dimensional data sets (2003-2006)

Supervisor: Lukács, A.
Bozóki, S.: Least squares method in AHP (2001-2004)


Supervisor: Rapcsák, T.

Buti, B.: Nonlinear Dynamics in Electromechanical Systems (2001-2004)


Supervisor: Nagy, I.

Csalogány, K.: Mathematics of the WWW (2002-2005)

Supervisor: Benczúr, A.

Csáji, B.: Neurodynamic Programming (2001-2004)


Supervisor: Monostori, L.
Cserey, Gy.: Motion tracking and image diagnostic (2001-2004)


Supervisor: Roska, T., Rekeczky, Cs.

Deák, F.: Advanced CNC Programming of Machine Tools 


Supervisor: Váncza, J.

Egri, P.: Agent Technologies in Managing Production Networks


Supervisor: Váncza, J.
Felszeghy, B.: Polynomial functions on finite poin sets (2004-2007)


Supervisor: Rónyai, L.
Fogaras, D.: Algorithmic aspects of optional networks (2000-2004)

Supervisor: Friedl, K.

Fodróczi, Z.: Auditory event detection (2002-2005)

Supervisor: Radványi, A.

Friedman, E.: Mathematics of the WWW (2001-2004)


Supervisor: Benczúr, A.

Gáspár, Cs.: Frequent itemsets mining (2003-2006)

Supervisor: Lukács, A.

Gombás, G.: Grid Monitoring and Information Systems (2001-2004)


Supervisor: Kacsuk, P.

Gulyás, L.: Applications of multi-agent systems (1999-2002)

Supervisor: Váncza, J.

Győri, S.: Multiple access OR channel (2002-2005)

Supervisor: Györfi, L.
Hajder, L.: Motion tracking and analysis of nonrigid 3D objects (2002-)


Supervisor: Csetverikov, D.

Hanis, A.: Movie Scene Analysis (2001-2004)


Supervisor: Szirányi, T. 

Havasi, L.: Képi mozgáselemzés (2003-2006)


Supervisor: Szirányi, T.

Hegedűs, G.: Algebraic methods in discrete mathematics (2001-2004)

Supervisor: Rónyai, L.
Hillier, D.: Idegrendszeri folyamatok funkcionális modellezése többrétegű CNN architektúrán (2003-2006)


Supervisor: Rekeczky, Cs.

Ingram, G.: Hierarchical process modelling

Supervisor: Hangos, K.

Jankó, Zs.: Photorealistic scene reconstruction (2001-2005)

Supervisor: Csetverikov, D.
Karacs, K.: Combined understanding via geometry and human language technology 

(2001-04)


Supervisor: Roska, T.
Kertész, A.: Workflow scheduling in GRID systems


Supervisor: Kacsuk, P.
Kis, A.: Taktikus érzékelés, processzálás (2002-2005)


Supervisor: Szolgay, P. 
Kovács, A.: Constraint Programming in Large-Scalen Planning and Scheduling 


Supervisor: Váncza, J.

Kovács, J.: Dynamic behaviour of parallel programs in the GRID environment 

Supervisor: Kacsuk, P.

Kovács, L.: Művészi hatások képelemzés segítségével (2002-2005)


Supervisor: Szirányi, T.

Kozma, P.: CNN Technology on Color Images (2000-20004)


Supervisor: Szolgay, P.
Kulcsár, B.: Aircraft modelling and control (1999-)

Supervisor: Bokor, J.
Kurdi, Zs.Zs.: Multy-layer biometric identification based on life-cycle characteristics of behavioural and physical parameters (2004-)


Supervisor: Mezgár, I.
Laczay, B.: Multiple access ADDER channel (2002-2005)

Supervisor: Györfi, L.
Lázár, A. K.: Képfeldolgozás neuromorf módon: alak, szín, mélység és mozgás elemzése (2003-2006)


Supervisor: Roska, T.

Lázár, K.: 

Supervisor: Csuhaj-Varjú, E.
Licsár, A.: Human-computer interface through Biometric characteristics (2001-2004)


Supervisor: Szirányi, T.
Lukács, L.: Data mining (2004-2007)


Supervisor: Lukács, A.

Magyar, A.: Modelling and control of nonlinear process systems (2004-2007)


Supervisor: Hangos, K.
Mátyás, Z.: Behaviour models of financial markets (2002-)

Supervisor: Gerencsér, L.

Megyesi, Z.: Image analysis problems in scene reconstruction (2001-2004)


Supervisor: Csetverikov, D.

Molnár-Sáska, G.: Hidden Markov processes in financial modelling (1999-)


Supervisor: Gerencsér, L., Bolla, M.

Mozsári, A.: Hyperactivity (2002-2005)


Supervisor: Roska, T.

Nagy, A.: Algebraic aspects of computation (2003-2006)

Supervisor: Rónyai, L., Ivanyos, G.

Nagy, Z.: Emulated CNNUM on FPGS (2000-2004)


Supervisor: Szolgay, P.

Németh, E.: Modelling and control of discrete event systems using hierarchical Petri nets
Supervisor: Hangos, K.
Obi, C.C.: Control of Autonomous Vehicles

Supervisor: Bokor, J.

Ottucsák, Gy.: Prediction (2004-2007)


Supervisor: Györfi, L.
Orlovits, Zs.: Statistical estimation of economic time series

Supervisor: Gerencsér, L.
Petres, Z.: Technical Modeling of Cognitive Systems (2004-2007)


Supervisor: Baranyi, P.
Péni, T.: Nonlinear parameter detection 


Supervisor: Bokor, J.

Pongrácz, B.: Analysis and control of nonlinear process systems described by differential and algebraic equations 


Supervisor: Hangos, K.

Reskó, B.: Technical Modeling of Cognitive Vision (2004-2007)


Supervisor: Baranyi, P.
Richter, J.: Algorithmic aspects of optical networks (2003-2006)


Supervisor: Friedl, K.
Rozgonyi, Sz.: Modelling and conrol of hybrid (switching) process systems (2004-2007)


Supervisor: Hangos, K.
Rödönyi, G.: Control of LPV systems 

Supervisor: Bokor, J.

Sarlós, T.: Mathematics of the WWW (2003-2006)

Supervisor: Benczúr, A.
Schné, T.: Modelling, control and diagnosis of nonlinear process systems (2003-2006)


Supervisor: Hangos, K.
Sidló, Cs.: Datawarehouses for data mining (2003-2006)

Supervisor: Lukács, A.

Sipos, G.: Integrating P-GRADE with service-oriented GRID systems

Supervisor: Kacsuk, P.
Szabó, T.: Evolutionary Algorithms in CNN Technology (2000-2004)

Supervisor: Szolgay, P.

Szobonya, L.: Reconstruction of free-form surfaces with geometric constraints (2001-2004)


Supervisor: Renner, G.
Tímár, G.: High-speed Multi-target Tracking and its Applications (2001-2004)


Supervisor: Roska, T., Rekeczky, Cs.

Torma, P.: Vision based tracking

Supervisor: Szepesvári, Cs.

Uher, M.: Mathematics of the WWW (2002-2005)

Supervisor: Benczúr, A.

Varga, I.: Advanced controller strategies for traffic control systems and related methods of their implementation

Supervisor: Bokor, J.

Varga, D.: Data Mining (2004-2007)


Supervisor: Lukács, A.

Varró, G.: Quantum algorithms (2003-2006)

Supervisor: Friedl, K.

Wagner, R.: Látórendszer modellezés (2002-2005)


Supervisor: Roska, T., Zarándy, Á.
Windhager, E.: Searching the Web (2002-2005)

Supervisor: Benczúr, A.
APPENDIX 2.

SCIENTIFIC ACTIVITIES

Memberships in international committees
International Federation of Automatic Control (IFAC)

Lifetime Advisor (T. Vámos)

Chairman of Policy Committee (L. Keviczky)

Vice-Chairman Technical Board (J. Bokor)

TC on Robust Control (J. Bokor)

TC on Fault Detection, Supervision and Safety of Technical Processes, SAFEPROCESS 

(J. Bokor, A. Edelmayer)

TC on Manufacturing Modelling, Management and Control, M3C 


( L. Monostori (Chairman), G. Haidegger, G.L. Kovács)

TC on Manufacturing Plant Control (L. Monostori)
TC on Stochastic Systems (L. Gerencsér, vice chair)
TC in Power Plants and Power Systems (I. Nagy)

Hungarian NMO (Cs. Bányász, secretary, J. Bokor, A. Edelmayer, 

G. Haidegger, L. Keviczky, G.L. Kovács, L. Monostori)

International Federation of Information Processing (IFIP)

TC 5.
(Gy. Kovács)

WG5.7
Special Interest Group on Advanced Techniques in Production Planning & Control (L. Monostori)

Institute of Electrical and Electronics Engineers (IEEE ) 

IEEE Fellow (J. Demetrovics, T. Vámos)

IEEE CAS Society, TC on Cellular neural networks and Array Computing 


(T. Roska, chairman, P. Szolgay, Á. Zarándy, Cs. Rekeczky)

IEEE CAS Society, TC on Multimedia Circuits and Systems (T. Roska)

IEEE CAS Society, TC on Nonlinear Circuits and Systems (T. Roska)

IEEE Computer Society (L. Monostori)

IEEE Computers and Control System Society (T. Bartha, J. Bokor, A. Edelmayer, Z. Fazekas, P. Gáspár, L. Keviczky, A. Soumelidis, Z. Szabó,)

IEEE Information Theory Society (Cs. Bányász)

IEEE Control Systems Society Committee on Stochastic Systems (L. Genecsér)
International Institution for Production Engineering Research (CIRP) 

Member (L. Monostori)

Corresponding member (A. Márkus, J. Váncza)

Scientific Technical Committee on Optimisation of Manufacturing Systems 

(L. Monostori, Vice Chair)

International Academies
Academia Europaea (T. Roska)

European Academy of Sciences and Arts (L. Keviczky)
European Academy of Sciences and Arts (T. Roska)

Swedish Royal Academy of Engineering Sciences (L. Keviczky)

Other International Organizations

American Mathematical Society (K. Balla)
Association for Logic Programming  (S. Kopácsi)

Austrian Computer Society (ÖCG) (T. Vámos, Honorary Member)

Austrian Society for Cybernetic Studies (ÖSGK) (T. Vámos, Honorary Member)

Central European Grid (P. Kacsuk, council member)
European Research Consortium for Informatics and Mathematics (ERCIM), Board of Directors (P. Inzelt), Executive Committee (L. Monostori)

ERCIM Working Group on Control and Systems (L. Gerencsér, chairman)

ERNSI European Network for System Identification (L. Gerencsér)
Danube Adria Association for Automation and Metrology (DAAAM) International Committee (L. Monostori)
European Union Control Association, Hungarian representative (J. Bokor)
European Association for Theoretical Computer Science (EATCS) (E. Csuhaj-Varjú, 

Gy. Vaszil)
European Molecular Computing Consortium (E. Csuhaj-Varjú, Gy. Vaszil, member)

Executive Jury of Innovation in Informatics (CASE-EU) (L. Keviczky, member)

International Committee of Measurement and Instrumentation (ICMI) 

(member L. Monostori)

International Society of Applied Intelligence (ISAI) (I. Mezgár, Vice President L. Monostori)

International Society for Difference Equations and their Applications (K. Balla)

International Measurement Confederation (IMEKO) TC on Technical Diagnostics 

(L. Monostori)

Joint Research Center EU (L. Keviczky, member of the Board of Governors)

Jury of the International Denise Gabor Prize (L. Keviczky, chairman)
Grand Jury of Marie Curie Excellence Awards (L. Keviczky, member)
Mathematical Programming Society (T. Rapcsák)
NATO Research and Technology Board (J. Bokor)

Society for Industrial and Applied Mathematics (SIAM) (K. Balla )
Tensor Society (T. Rapcsák)

Membership in Editorial Boards

Artificial Intelligence in Engineering (T. Vámos)

Central European Journal of Operational Research  (CEJOR) (T. Rapcsák)

CIRP Annals (L. Monostori)

Combinatorica (Technical Editor, T. Szőnyi)

Computers in Industry, Elsevier (L. Monostori, Associate Editor)

Computer and Artificial Intelligence, Slovak Academy of Science (P. Kacsuk)

Computer Aided Design and Applications (G. Renner)
Computer Aided Design (T. Várady)
Control Systems Archive (L. Keviczky)

Control and Optimization SIAM J (L. Gerencsér)
Cybernetics and Systems (T. Vámos)

Decision Support Systems (T. Vámos)

Discrete Mathematics and Theoretical Computer Science - Electronic Journal

(Zs. Tuza)

Discussiones Mathematicae, Graph Theory (Zs. Tuza)

ERCIM News (E. Csuhaj-Varjú)

Fuzzy Sets and Systems (T. Vámos)

Grammars (Kluwer) (E. Csuhaj-Varjú)

IEEE Transactions on Image Processing (T. Szirányi)

IEEE Transactions on Automatic Control (L. Gerencsér)
IEEE Transactions on Circuits and Systems: Fundamental Theory and Applications 

(Special Issue Editor: Á. Zarándy)

International Journal of Agile Manufacturing (IJAM) (I. Mezgár)

International Journal of Advanced Manufacturing Systems (IJAMS) (I. Mezgár)

International Journal of Applied Mathematics and Computer Science (A. Edelmayer)

International Journal of Pattern Recognition and Artificial Intelligence


(D.Csetverikov, associate editor)

International Journal Circuit Theory and Applications (T. Roska)

International Journal of Simulation Modelling (IJSM) (L. Monostori)

International Journal of Studies in Informatics and Control (G.L. Kovács)
International Journal on Web and Grid Services (P. Kacsuk)
International Abstracts of Operations Research (J. Fülöp)

Journal of Emerging Mechanical Engineering Technology (G.L. Kovács, I.Mezgár)
Journal of the Franklin Institute (T. Roska)
Journal on Circuits, Systems and Computers, Special Issue Editor (Cs. Rekeczky)
Journal of Computational Science and Engineering (P. Kacsuk)
Journal of Grid Computing, Kluwer (P.Kacsuk)

Journal of Global Optimization (T. Rapcsák)


Journal of Optimization Theory and Applications (T. Rapcsák) 

Machine Graphics & Vision (D. Chetverikov)

Mathematical and Physical Journal for Secondary Schools (G. Kós)

Modelling and Simulation (L. Keviczky, editorial board)

Neural Processing Letters (T. Roska)

Parallel and Distributed Computing Practices, Nova Science Publishers (P. Kacsuk)


Production Engineering and Computer, International Journal (L. Monostori)

Publications of the Faculty of Electrical Engineering, University of Belgrade, Series Mathematics (Zs. Tuza)

Pure and Applied Mathematics (T. Rapcsák)

Membership in Hungarian Academy of Sciences boards and committees

Automation and Computer Science Committee (L. Monostori, G. Renner, T. Várady,

 J. Váncza secretary)

Board of Natural Sciences (J. Demetrovics, Chairman)

Computer and Automation Committee (P. Kacsuk)

Computer Science Committee, (chair J. Demetrovics, L. Rónyai, E. Csuhaj-Varjú)
Committee for Operations Research (L. Gerencsér)

Committee of International Relations (L. Keviczky, co-chairman)
Council of Research Institutions (L. Monostori)

Information Technology Committee (P. Kacsuk)

Informatics and Computer Science Committee (E. Csuhaj-Varjú)

Mathematics Committee (J. Demetrovics )
Material Sciences and Technology Committee (G.L. Kovács, G. Haidegger)

Meteorological Committee (T. Rapcsák)

Operations Research Committee (T. Rapcsák, chair, J. Fülöp)
Rerresentative of Doctors in the General Assembly (E. Csuhaj-Varjú)
Membership in other Hungarian boards and committees

Alkalmazott Matematikai Lapok (J. Demetrovics, T. Rapcsák, L. Rónyai, L. Gerencsér)
Acta Mathematica Hungarica (J. Demetrovics, L. Rónyai)
Acta Cybernetica (J. Demetrovics)

Advisory Board of International Dennis Gabor Fellowship (P. Baranyi)
Automation Committee of the GTE (Scientific Society of Mechanical Engineers) 


(G.L. Kovács, I. Mezgár, G. Haidegger)

Bolyai János Mathematical Society (K. Balla)
Board of the Soros Foundation, Hungary (T. Vámos)

Committee for Mathematics at Higher Education Accreditation Committee (K. Balla)

Committee for Mathematics at the Hungarian Scientific Research Fund (T. Rapcsák)
Doctorate Board of the Technical University of Budapest (J. Bokor)

Doctorate Board of the Mechanical Engineering Dept. of the University of Miskolc 


(G.L. Kovács)
Doctorate Board and Doctoral School in Informatics, Eötvös Loránd University               (E. Csuhaj-Varjú)
Doctorate Board of Mathematics (T. Rapcsák)

Doctoral School on Manufacturing Sciences, BME, Faculty of Mechanical Engineering 

(L. Monostori)

Doctoral School on Information Sciences, University of Veszprém (L. Monostori)

Expert Committee on the Future and Applications of Computer Networks

(G.L. Kovács, G. Haidegger)

Formal Methods in Computer Science, VEAB Committee (Zs. Tuza)

GTE Manufacturing Systems Division (G. Haidegger, secretary)

Habilitation Committee in Applied Mathematics of the Budapest University of Technology and Economics (T. Rapcsák, K. Balla)

Habilitation Committee of Natural Sciences at University of Debrecen (T. Rapcsák)
Habilitation Committee at Corvinus University of Budapest (T. Rapcsák)
Habilitation Committee of the Technical University of Budapest (J. Bokor)

Habilitation Committee of the Technical University of Budapest, Faculty 

of Mechanical Engineering (L. Monostori)

Hungarian Accreditation Board (J. Bokor)

Hungarian Association of Image Processing and Pattern Recognition (D. Chetverikov)

Hungarian CERN Committee (Advisory Board P. Kacsuk)

Hungarian Doctorate Board (J. Bokor)

Hungarian Electronic Journal (K. Balla)

Hungarian Grid Competence Centre (P. Kacsuk, director)

Hungarian Habilitation Committee (J. Bokor)

Hungarian National Science Foundation Board (till May) (L. Keviczky)

Hungarian National Science Foundation, Committee of Metallurgy and Manufacturing (J. Bokor)

Hungarian Operations Research Society (T. Rapcsák president, J. Fülöp, secretary,        S. Bozóki, Cs. Mészáros, M. Prill, Zs. Vágó, S.Z. Németh, G. Kéri, S. Márton)
Hungarian Society of Measurements and Automation (L. Keviczky, co-president)
John von Neumann Computer Society (P. Kacsuk, L. Gulyás)
John von Neumann Computer Society (Honorary Chairman: T. Vámos)

John von Neumann Computer Society, Computer Graphics and Geometry (G. Renner, Chairman)
Journal on Scientific Inquiry L. Keviczky)
Jozsef Hatvany Doctoral School on Information Sciences, University of Miskolc 

(P. Kacsuk, L. Monostori)

Manufacturing Processes Committee (GTE) (I. Mezgár, secretary)

Mathematical Notes, Miskolc (Zs. Tuza)

Matematikai Lapok (L. Rónyai)
Monitoring Board, National development Office (L. Keviczky)

Presidium of the Hungarian Academy of Sciences (L. Keviczky)
Science and Technology Policy Advisory Committee of Prime Minister (L. Keviczky)
Scientific Board of Central European University, Hungary (T. Vámos)

Seminar for Applied Mathematics, Budapest University of Technology and Economics 

(G. Molnár-Sáska, secretary)
Szigma (J. Fülöp)

APPENDIX 3
DEGREES AND AWARDS

Keviczky, L. Széchenyi Award in 2004

Kovács, G.L. was awarded the Silver Core of IFIP

Kemény, Zs. was awarded the Ph.D. degree

Petrás, I. was awarded the Ph.D. degree

Bálya, D. was awarded the Ph.D. degree

Baranyi, P. got a position of Associate Professor at the Budapest University of Technology and Economics 

Chetverikov, D.  obtained the title Doctor of Academy (D. Sc.), from the Hungarian Academy of Sciences.

György, A. was awarded a Bolyai Scholarship for 2004-07.

György, A..: ended the tenure of his NATO Science Fellowship at the Department of Mathematics and Statistics, Queen’s University, Kingston, Canada (2003-04).

Gáspár, P. was awarded a Bolyai Scholarship for 2004-07.

Szepesvári, Cs. was awarded a Bolyai Scholarship for 2004-07.

In 2004 the award of the Research Division (AKE) in 2004 was given to:


György, A.


Kis, T.


Petrás, I.


Friedl. K.


Csuhaj-Varjú, E.

In 2004 the Ph.D. award of the Research Division (AKE) in 2004 was given to:


Hilier, D.


Csáji, B.

Pongrácz, B.
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