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I. General summary

The 8 weeks I spent at SZTAKI were busy and fruitful. During my stay, I gave two public talks at SZTAKI, and gave informal talks with demos for 5 groups at other institutions.

I had several mutual meetings with different members of the Analogical and Neural Computing Systems Laboratory, got acquainted with the new developments in the lab, and thoroughly exchanged ideas about more sophisticated facial recognition projects. I was contacted by two researchers outside from SZTAKI for expertise.  I appreciated the multitude of help I got, also in connection with setting at SZTAKI.

I feel that I succeeded in introducing facial animation and, in more general, embodied conversational technology. This filed, though flourishing in the past decade and getting much resources in the USA and Europe, is hardly noticed in Hungary, especially at academic places. On the other hand, there are several fields like speech technology, NL processing, image processing, where the traditionally expertise could contribute to the full development of ECAs. I have acquired valuable knowledge and potential partners for further work to get reliable tracked data, to put communication with ECAs in a full cycle (perception of the user – appropriate reaction) and by using several modalities (vision, speech, NL content).

II. Talks given at SZTAKI

30 October, “Excercises in style or   Individual embodied conversational agents”

In this talk I introduced our recent work at CWI INS2.2, on creating embodied conversational agents which can be tuned to talk and gesture individually. I addressed the decisive factors and perceived phenomena of individual communication, outlined the GESTYLE language we have developed, and gave a demo using an ECA modeled in VRML.  My aim was also to bring together experts from different technological fields (speech, natural language processing, AI, psychology) and to induce discussion on the topic and possibly also on further cooperation. This aim was fully met: there were some 25 participants, including leading experts, several from other institutions like BME, Morphologic, AITIA, University of Economy, PPKE. The 1-hour talk was followed by an even longer discussion. After the talk, I was invited to visit other institutions.

20 November “Dynamism of facial expressions”

This talk was a seminar talk, first of all for the members of the Analogical and Neural Computing Laboratory of SZTAKI. Almost all members of the lab were present (some 20 people), and additional people from SZTAKI. The aim was to give an account on the possibilities of applying CNN technology to track and identify human faces. In the talk I relied on previous mutual meetings with different members of the lab, and follow-up investigations. I presented the following topics:

· demonstration and evaluation of the latest state-of-the art markerless face tracking software, FaceStation2;

· asymmetry as new biomedical measure for face identification;

· characterization of facial dynamisms with Viterbi-graphs;

· identification of faces by exaggerated features (cartoon).

III. Visits and demos at research groups outside of SZTAKI

1. BME TTT, dr. G. Németh,  dr. G. Olaszy

2. Pázmány Péter Catholic University, Faculty of Information Technology (PPKE ITK), dr. Gy. Takács

3. AITIA Company, dr. G. Tatai

4. Morphologic Company, dr. G. Prószéky
We exchanged ideas on applying NL technology and dialog management to generate tailored utterances by ECAs. On a longer term (due to involvement of both parties in shorter-term projects with other focus), we are interested in extending talking heads with more sophisticated NL capabilities.

5. Kossuth Lajos University, Debrecen, dr. A. Fazekas
The topic of the contact by e-mail and a meeting in person was the applicability of CNN technology to aid speech recognition, by tracking visual speech information. 

6. DigitalElite, dr. B. Takács
As a follow-up of previous work contacts with B. Takács, we used the opportunity of both staying in Budapest to get updated about each others work. Possible co-operation, also in a joint FP6 project, was planned.

IV. Work sessions within the Analogical and Neural Computing Laboratory

1. Application of optical CNN for facial feature tracking
Sz. Tőkés and L. Orzó gave extensive demonstration of the optical CNN under development. We concluded that it could be a promising solution for real-time accurate tracking of facial features, for the time being in a research environment. 

2. Reconstruction of normal view of facial images
Z. Szlávik demonstrated the application of CNN for generating normal view facial images by identifying the middle-line of the face and applying fast image transformation. 

3. On the occasion of the annual account of the PhD students, I had the opportunity to get an insight into the multitude of  line of research related to CNN. In general, the level of work and presentation was very impressive. From the point of view of face and gesture tracking, the work on multi-target tracking by G. Tímár has relevance for my interest, namely the higher-level characterization of motion patterns. Higher-order template patterns were also addressed in the work of V. Gál. 

4. I had a meeting with E. Csuhaj-Varjú, as she is an expert in NL processing, and has been working on agent technology lately.

V. Results of the visit: new projects in preparation
1. Applying optical CNN for facial feature tracking
We wish to apply for a joint project, possibly FP6, with Sz. Tőkés, on applying optical CNN for facial feature tracking. Modeling of facial dynamism is still hindered by the shortcomings of current face tracking systems, in terms of speed, accuracy and required recording conditions. Optical CNN would make it possible to track facial features on videos recorded in natural circumstances. From my side, a descriptive model would be needed to interpret the co-occurrences of certain features and their change. As the results would be of primary interest for psychologist too, I will contact some experts from that field. 

2. Individual voices
Speech analysis and synthesis has long traditions in Hungary. However, the work has not been related to visual speech or applications with talking heads. In this respect   there are many possibilities for joining the speech technology expertise present in Hungary and face and body modeling and animation, from my side. 
The work of Dr. Gy. Takács (Pázmány Péter Catholic University) on transforming speech according to static (age, gender, anatomical characteristics) and dynamic (emotional and cognitive state) parameters of different speakers fits into our research plans on making embodied agents individual, also in their speech. In addition to continuation of bilateral and short term contacts (also to exchange software),  his work fits ideally to an  FP6 project we wish to submit. Preparations for such participation have already started.

3. Hungarian talking head
With G. Németh (BME) we created a project for a student, to put together the existing Hungarian speech synthesis and visual speech generation technology. The result, a head which can talk in Hungarian, is interesting for several future industrial applications.

VI. Other activities

1. I have given orientation and advice for a student from BME, who is looking for project related to facial animation.

2. I have been giving a course at the newly started Information technological Faculty of the PPKE. 

3. I organized a work visit and talk at SZTAKI by P. ten Hagen, director of Epictoid, a spin-off company of CWI.

1. During my visit I had to continue some of my usual activities:

· I submitted an application for a Dagstuhl seminar in 2004 on evaluating ECAs.

· I was busy with organizing and submitting a workshop proposal for AAMAS 2003, in Australia.

· I sent the final version of two articles earlier accepted for publication.

· I was in correspondence with my colleagues in the Netherlands and several  abroad, on starting new projects, also in the framework of FP6.

Budapest, 15. November 2002. 
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